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§ 1. Introduction. 

The space Hp, P > 0, is the vector space of all analytic functions 
F (z) defined in the open unit disc, I z I = r < 1, such that 

sup r" I F (re;9) IP d6 < "'. 
os r< 1 Jo 

[1] 

The basic result in the theory of these spaces is the. following 
theorem: 

Theorem A. 

If F eHP, p> 0, then 

lim F (re'9) = F (e i9 ) [i 1 
r~ 1 

exists and.. is ft'nite a.e. (*); 

lim r" I F (re·9) - F (e i9 ) Ip d6 = O. 
r~ 1 Jo 

[ii] 

It is obvious that Hpl c Hp, if P2 < Pl. Thus, the first result 
of theorem A (which does not involve the index p) becomes more 
general as p tends to O. In fact, limits of this type exist for a class 
of functions that includes all the Hp spaces, p > O. This is the 
Nevanlinna class, N, of 'l.ll analytic functions F (z), defined in the 
open unit disc, such that 

sup r" log+ IF (re' 9) i d6 < "', 
Osr<lJo 

(*) More generally, it can be shown that "non-tangential" lilnits exist, but we 
shall not deal with them here. The reader is referred to "Trigonometric Series" 
by A. Zygmund (Cambridge University Press, 1959) for their definition, as well 
as for all the unproved assertions that are made in this paper. 
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where 

log + x = log x if x ~ 1 and log + x = 0 if x < 1. 

More precisely, we have the theorem: 

Theorem 13. ' 
'"0, 

If FE. N then lim F (reiD) = F (e iD) exists and is finite a. e. 
r~~ 

When· p> l,'theorem A is an' el~lII.entary result in' the~·theQry 
of Fourier series. For, in this case, inequality [1] implies that 
F (reiD). is the Poisson integral of a function in Lp (0, 2 'It') and, 
from this, both conclusions of theorem A follow easily . The othei
cases, when O' < ps 1, can be reduced to ,this situation (that is, 
the case p > 1) by·.means of a basic' decomposition theqrem from 
which theorem B also follows. This. decomposition theorem is 
the .following: \. 

Theorem C. 

If FE. Nand F is not identically zero then F = BG where .. ' 
, 

B (z) and G (z) are analytic in the open unit disc; [i] 

z ~s a zero of multiplicity y of B if a.nd only if. it. 
is a zero of multiplicity y of F; 

I B (z) lsI for I zl< 1; 

[ii] 

[iii] 

lim B (reiD) = B (e;D) exists and I B (e·G) I = 1, a.~.; [iv] 
r~l, 

there exi~ts a 'finite regula; measure i\~~ such that [v] 

G (re'D) = ex p -{ -- .'. dIJ. (cp) . '.' r . 1 102 o;ei ,,, + re'o } 
l 2 'It' o. e'''' - re"a .. . 

Furthermore, 11 Fe HP, 0 < p, with sup. r'" I F(reiD ) Ip d6 ~m <.~ 
. Osr<l}o 

then Gr:. HP with sup r" I G (re sD ) Ip d~ ~ m. 
;;;,r<l}o . 

We shall not show how theorem C enable§ us'to reduce theorem A 
to the easier case p > 1, since this reductl-on 1S well known. The 
main 'idea of this reduction, however, is simple: the larst: part of 
theoreIIl C tells us that. the functi9n G carries the "size" of F and 
part [ii] (or [vD tells us that it has no zeroes (all the zeroes of Fare 
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carried by B). Thus, if, say, p = 1, we can form a square root of 
G and express F as a product, [B...jG] [...jG], of two functions 
in H2 for which the result on the existence of boundary values is 
easily derived. 

Theorem Cis generally proved by examining the zeroes of F 
and showing that they are so distributed that the function B (z) 
can be constructed as a (possibly infinite) product, the Blaschke 
product, with each zero, ~, of F corresponding to a factor B having ~ 
as its only zero. It is the purpose of this paper to show that theorem 
C can be derived by a different method in which we do not need to 
examine the behavior of the zeroes of F. 

§ 2" Proof of Theorem C" 

Since F ~. 0 there exists a sequence ~ rn r, with I ~ rn < 1 and 
lim rn = 1, such that F (z) is not zero 0 when 1 z 1 = rno 

Let us put Fn (z) = F (rn z) and 

Gn (re iO) = ex p ~ -- ----log 1 F n (e i </» 1 dcp = f 1 f2.: eit/> + re iO } 

l 2 'It 0 ei </> - re iO 

= exp{f~21<p(r, 6 -cp)"log 1 Fn(e i </» 1 dcp+ 

i 1021< Q (r, 6 - cp) log 1 Fn (e i </» 1 dcp }, 

where 
1 -r2 per, 6-cp) =----------

2 'It (1 - 2 r cos (6 - cp) + r 2) 

is the Poisson kernel and 

Q (6) r sin (6 - cp) 
r, - cp = -------.:.---.:...:..----

'It (1 -2r cos (6 -cp) +r2) 

is the conjugate Poisson kernel. 
It is an elementary result in the theory of Fourier series that 

lim Gn (re'o) = Gn (e'o) exists and, moreover, 
r~ ( 

I Gn (e iO ) 1 = ! Fn (e;o) I .. [2] 

Let us observe that,since Gn is an exponential, Gn (z) is never zero 
in the interior of the unit disc. Thus BII (z) = F n (z)/Gn (z) is ana-
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lytic in the interior of the unit disc. By the maximum modulus 
theorem and equality [2], therefore, we obtain the fact that 

IBn (z) I ;;,i 1 if I z I < 1 and IBn (e iO) I "" 1. [3] 

Since log I Gn (z) I is harmonic, the mean value theorem for har
monic functions assures us that 

log I Gn (0) I = _1_ r"log I Gn (rei</» I de/>, O;;,i r;:;;; 1. 
2'lt" Jo [4] 

N ow suppose that 0 is a zero of F of order k, O;;,i k < co; thus, 
F (z) = Zk Fo (z) with Fo (0) ¢' O. Since Gn is never zero and 
F n = B" Gn, the function Bn also has a zero of order k at the ori
gin. By [3] we see that IBn (z)/(rnz)kl ;;,i l/rnk, because IB,..(z)l;;,i 1 
and Bn (Z)IZk is analytic. But, Bn (z) Gn (z) = Fn (z) = (rn z) k Fo (rnz) 

or, equivalently, Fo (rll z) = Gn (z) [ Bn (z) ]; consequently, 
(rnz)k 

I Fo (0) I ;;,i I Gn (0) Ilrn k. Using this inequality, equality [4] and the 
equalities 

log I Gn (z) I = log+ I Gn (z) I -log- IGn (z) I 
I log I Gn (z) II = log+ I Gn (z) I + log- I Gn (z) I , 

we obtain, for O;;,i r ;;,i 1, 

logrnk IFo(O) [;;,ilog IGn(O)! =_I_r"log I Gn(rei</» I de/> = 
2 'It" Jo 

= 2 -- log+ I Gn (rei</» I de/> ~- -- I log I Gn rei</» II de/> ;;,i 1 121< 1 12 " 

2'lt" 0 27C 0 

;;,i 2 - P (r, e - e/» log+ I Fn (e iO ) I de ~ de/> -1 12"{12" ") 
2'lt" 0 0 J 

- - I log I Gn (rei</» II de/> ;;,i 1 12" 
27C 0 

;;,i 2 m - -- I log I Gn (rei</» II de/> , (**) 1 12
" 

27C 0 

1 (h { (2" } (**) Thefactthat~Jo Jo P(r,0-</»log+IF .. (re i6)ldO de(>;;,i 

;;,i - log+ IF .. (re i6 ) I dO ;;,i m follows immediately from Fubini's theorem 1 f2" 
2r. 0 

[2" and the well-known fact about the Poisson kprnel: J 0 P (r, 0) dO = 1. 
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where 

m = sup -- log+ I F (re i9 ) I d6 . 1 12'11: 
0",r<1 2 'lC 0 

This shows 

_.- I log I Gn (reiI/» II dcjJ ~ 2 m -;--log I Fo (0) I + log -- ~ 1 f 2". 1 
2'lC 0 (rn)k 

~2m--log IFo (0)!+10g2 k , for O~r~I.(***) [5] 

The right hand side does not depend on n; this means that the 
sequence ~/n (cjJ) r = ~ log I Gn (eil/» I r is uniformly bounded in 
£1(0, 2 'lC). Hence, there exists a regular measure [J. and a subse
quence, which, after a relabelling we can assume to be the entire 
sequence Un (cjJ) r, such that 

12", ~2" lim In (cjJ) g( cjJ) dcjJ = g( cjJ) d[J. (cjJ) , 
n~~ 0 0 

for each continuous g. 

Taking, in particular, g (cjJ) = P (1', 6 --- cjJ) + i Q (1', 6 - cjJ) and 
keeping in mind that In (cjJ) = log I Gn (eil/» I = log I Fn (eil/» I we 
obtain, for each z = re i9 of the unit disc I z I < 1, 

{ (2" ") 
If we put G (re i9 ) =exp Jo ~P(r, 6-cjJ)+i Q (1', 6-cjJ)r dlJ.(q,) J' 

then lim Gn (reiD) = G (re i9 ). Let us also observe that G is analytic 

and, being an exponential, is never zero. 
By [1], we see that the sequence iBn r is uniformly bounded 

by 1. Thus, there exists a subsequence, which, again, we may 
suppose to be the original sequence iBn}, and a fU1lction B (z) 
such that lim Bn (z) = B (z) uniformly in each, disc ! z I ~ p < L 

1 
(***) This is the only place where the artificial assumption T .. ~ 2 is used 

- we see immediately that any number greater than 0 (but, of course, less than 1) 
could have been used. 
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Since 

we have 

F (z) = lim F" (z) = lim Bn '(z) G" (z) = B (z) G (z), 
ft~CD n-+co 

whe:.;eG(z) has no zeroes and I B(z) I & 1 for I z 1< 1 (since I B~{z) I 
& 1 for I z I < 1). Moreover, we see that G is of the form given 
in part [v] of theorem C. 

By Fatou's theorem lim B (re·o) = B (e'o) exists a. e. We still 
r~ 1 

have to show that I B (e·o) I = 1 a,e. 
Since Fn(z)=Bn(z) Gn(z) and FnCz)=F(rnz)=B(rnz)G(rnz) 

we have B (rn e'o) = Bn (e·o) Gn (e,o)/G (rn e·o) and, consequently, 

! B Crn e'o) ! = I Gn (e·o) I 
I G (rne·O) t 

[6] 

S . H C ) Gn (z) . H . 1· bt . ettmg Z = ,smce IS ana ytlC, we 0 am 
G (rn z) 

H(O) = -- H (re'o) dS, 0 & r & l. 1 10 2
'" 

2'1i: 0 

Thus, 

1 12
'" ! H (0) I & -. - I H (re iO) I dS, 

2'1i: 0 . 
[7] 

which, together with [6], yields 

I ~n(~; I ~ 21
'1i: i2~ I :~r~e;,:~) I dS ~ 21

7C i21t! B (rn ei~) Ida. 

Letting n----+-ro, we obtain B(rneiO)----+-B(eiO) a.e., 

(since the last convergence is majorized by 1) and 

I Gn (0) \----+- l. 
G (0) 

Consequentl}" , 

1 ~ -- I B (e iO ) I dS .. 1 12 " ' 

2 'Ii: 0 
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But \ B (e iD) I ~ 1 a.e. since I B (re·D) I ~ 1 when r< 1. Thus,' 

1 12
" - I B (e;G) I d6 = 1 

2'lC 0 , 

and this could not hold if I B (e;G) I < 1 for 6 in a subset of [0, 2 'It] 
of positive measure. This shows tha~ I B (e·o) I = 1 a.e. 

The only thing that remains to be proved is the' last part of 
theorem C. Using Jensen's inequality and the fact"that ." 

[2" 10 Per, 6 --cf» dcf> = 1 

we have 

\ Gn (re·G) \p = exp {p la27: P (r, 6 - cf» log! Fn (e·rp) ! dcf>} = 

= exp { [27: P (r, 6 - cf» log \ Fn (e·rp) ip dcf> ~ ~ 
Jo ' , J 

~Johp(r, 6-cf»IFn (e;rp)l pdcf>, O~r< 1; 

thus, by Fubini's theorem, 

Since lim Gn (z) = G (z) the last part- of the theoreiffi,follows 

from. Fatou's lemma. 

§ 3. Uniqueness of the Decomposition. 

As was stated in the introduction, theoreni,C is usually proved 
by constructing the function carrying the zeroes of F as an infinite 
product, the Blaschke product. It is logically possible that our 
functipn B (z) may not be such a product. If, for example,we 
started out with F (z) = F (reiD) = e- [P (r, 0) + i Q (r, 0»), then we would 
have F IS Nand F (z) ~ 0 when \ z \ < 1. On the other ha,nd". 

; ,.' )1 

. Ji lim P (r, 6) = 0 a.e.: 
r~ 1 



·-70 -

(ip fact,. this limit is 0 if 6 ¢ 0) and, consequently, 

!F(e'O) I =eo=l a.e. 

Thus, at first sight, F could be identified with either B or G in 
our statement of theorem C. We s4all show that the proof we have 
given does yield, in ~act, the classical Blaschke product (up to a 
constant factor of absolute value 1). . 

Let F = B G be the decomposition of F obtained by the above 

mentioned construction of the Blaschke product B. We shall make 
use of the well-known fact 

/
2" ~ 

lim I log I B (re·o) II dO = O. 
r -) 1 0 

[8J 

Since G is never 0 we have, for each z = re'O of the unit disc 
r < I, 

~ (1 2 " "( G (rn re iO) = exp ~ [P (r, 0 - cjJ) + 
l 0 

+ iQ(r, 6 -cjJ)] log I G(rne'</» I dcjJ}, [9] 

where "( is a constant of absolute value 1. 
We have, using (9), 

Gn (re'o) = exp ~ r'" [P (r, 0 - cjJ) + 
Lio 

1 
i Q (r, 6 - cjJ)] log IF (rne'</» I dq, J = 

= exp {Io h [p (r, 6 - q,) + 

+ i Q (r, 0 - cjJ)] log I B (rn ei </» G (rn eo</» I dcjJ } = 

~ {r" = "( G (rnre·o) exp io [P (r, 6 - cjJ) + . 
. ~ 1 + 'j, Q (r, 0 - cjJ)] log I B (rne·o) I dq, )" 

Now, keeping r fixed and letting n ---+- ex> (and, thus, rn ~ I), 
we have, by [8]' 

exp {lah [P (r, 0 - cjJ) + i Q (r, 0 - cjJ)] log I B (rne'</» I dq, } -+ 1. 
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But, we know that 

lim Gn (re iO) = G (re iO) (* * * *) 
n~ ... 

and, clearly, 

, lim G (rn re'O) = G (re iO) • 
n~'" 

• Thus, we have shown: 

G (z) = y G (z) 

for each z with I z I < 1. Since 

B (z) G (z) = F (z) = B (z) G (z) , 

we must have 

B (z) = y-1 B (z) 

and our assertion concerning the uniqueness of our decomposition 
is proved. 

( .... ) We are tacitly assuming that we have relabelled the sequence ~G,,>, for, 
in reality, only a subsequence has a limit - see the argument in the last section. 


