
CONWGATE FUNCTION THEOREMS FOR 
DIRICIll..ET ALGEBRAS 

by ALLEN DEVINATZ (') 

I. INTRODUCTION 

1. During the past few) years it has become apparent that a 
number of theorems about certain classes of functions, analytic in 
the unit disk, could be derived from a very few properties common 
to all of these classes. As is often the case, the abstraction of the 
problem has in many instances resulted in simplified proofs of the 
classical theorems. 

The abstract approach had its beginning in papers by Arens 
and Singer [1, 2] and reached a certain decisive stage in a funda
mental paper by Helson and Lowdenslager [9]. It was then soon 
recognized by Bochner [5] and subsequently Wermer [16] that 
the methods of the latter authors would work in an axiomatically 
defined context. In a recent paper [11] K. Hoffman has given an 
excellent account of the present development of the subject, and 
we shall make further reference to his paper later on. We also refer 
the reader to the report by Wermer [17]. 

The main object of this exposition is to shoW" that a certain 
conjugate function theorem, originally proved by Helson and Szego 
[10] for the circle group, is valid in a very general context. We need 
these results for [6a]. In part, this paper is expository in nature. 
We believe, however, that the results of III, § 5 are new, some even 
in the classical case of the circle group. In the next few paragraphs 
of this introduction we shall introduce the subject for the classical 
case of functions analytic in the unit disk. This will then serve as 
a guide for the abstract situation. 

(,) Supported in part by NSF Grant G· 24834. This article was originally 
. written for the second volume of the American Mathematical Association's "Stu
dies in Analysis", but certain circunstances made publication in this journal 
preferable. 
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2. Let f be an analytic function with domain the unit disk 
D={z: jzj< I} which can be extended continuously to the 
boundary S = {z: j z j = I} of D. Designate the class of such func
tions by A. A large collection of functions in A is obtained by con
sidering polynomials in z, restricted to D, as well as those functions 
which may be uniformly approximated on D U S by such polyno
mials. Indeed, it is not difficult to show that every element in A. 
may be obtained in this way and that the boundary values of ele
ments in A have Fourier coefficients which vanish on the negative 
integers. Any function, defined on S, whose Fourier coefficients are 
defined and vanish on the negative integers will be said to have an 
analytic Fourier series. With this terminology, the boundary func
tions of the elements of A have analytic Fourier series. 

To obtain a wider class than A we consider functions f analytic 
in D and such that 

sup I f(z) I < JJI < 00 • 

Z e P 

Such functions are said to belong to the Hardy class H"'. More 
generally an analytic function with domain D is said to belong to 
the Hardy class HP, p > 0, if and only if 

21t 

IIfli P
p =sup ~flf(reiB)IPd9 <M<oo. 

0<1'<1 2w-
- 0 

We note that II f lip is a norm for p > 1 and pCf,g) = II f-g II ~ is 

a metric for ° < p < 1. 
Analogous to the situation for elements of A, there exists a 

Lebesgue measurable function f(e iB ), defined on S, such that for 
almost all g, 

and moreover 

lim f(re iB ) = f(e ifj ), 
r~l 

21t 

lim flf(reifj)-f(ei6) IPdO=O. 
1'~l 

o 

For proofs see [19 I]. 
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It is clear that A is contained in every space HP and it is not 
difficult to see that the closure of A in the metric of HP is all of Hp. 
If p?: 1, every boundary function of an element of HP has an ana
lytic Fourier series, and conversely every element of the Lebesgue 
space Lp(S,dO) which has an analytic Fourier series is the boundary 
function of a unique element of HP. This establishes an iso
metry between the elements of HP and the elements of YeS, dO) 
which have analytic Fourier series. Hence, HP may be considered as 
a subspace of LP(S, dO). This particular way of looking at Hp is 
useful in certain higher dimensional generalizations of these spaces. 

3. If f is an analytic function define~ on D a~d we write 
f = u + iv, u, v, real, then u and v are harmonic and v is called 
a conjugate to u. If v has the additional property that v(O) = 0, 
then we call v the conjugate function to u and designate it by Ou. 
If f € HP, then u and Ou have. radial limits a.e. which belong to 
LP(S, dO). In particular, if u is the real part of an element of A, 
then both u and Ou have continuous extensions to S. If we iden
tify the elements of A with their boundary functions, then 0 is a 
linear operator defined on ReA, the real linear space consisting of 
real continuous functions on S ·which are real parts of elements of A. 
By linearity, 0 can be extended to the complex linear space genera
ted by ReA. Now, the continuous functions are dense in LP(S, dO) 
for every p > 0 and since by Fejer's theorem every continuous func
tion on S is a uniform limit of trigonometric polynomials, it follows 
that 0 is defined on a dense linear subspace of Lp. 

A famous theorem of M. Riesz [19 I, p. 253] states that if 
1 < p < 00 then 0 is a bounded linear operator in the norm of 
V; i.e., there exists a Bp > 0 so that 

II Of II P < Bp II f II p 

for every f in the domain of O. This means that 0 can be uniquely 
extended as a continuous linear operator from LP into itself. 

For p = 1 or p = 00 this theorem is no longer true. For 
p= 1 its place is taken by the statement that 0 acts as a bounded 
linear operator from L1 into V for every 0 < p < 1. For p = 00, 

o acts as a bounded operator from L"" into LP for every 0 < p < 00. 

More generally it turns out that for I tL I :<: 1, exp A I Ou I € Ll for ° <A < 'IT'j2. We shall give precise statements of these facts in 
Section III. 
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We shall now describe the result, which as we have mentioned 
before, is the main object of this exposition. If 0<W£Ll(8, dO), 
then Helson and Szego [10] have determined necessary and suffi
cient conditions onw in orden that the operator 0, defined on the 
complex linear space generated by ReA, may be bounded in 
L2(8, wdfJ). Their result is that the operator 0 is bounded in this 
space jf.fand only if 

where u is 8;. bounded real function and v is a real function with 
II v " <Xl < '11/2. It also turns out that 0 is bounded, in this space 
if and only if the projection operator from the trigonometric poly
nomials into H2 is bounded in the space L2(8, wdO). 

4. A somewhat different but cognate subject, whose results 
are needed in the prool Ol the Helson-Szego theorem, is the pro
blem Ol factorization of non-negative functions in Ll (8, dO) into the 
square of the absolute value of a function in H2. There is a well 
known and classical theorem due to L. Fejer and F. Riesz concerning 
the lactorization Ol non-negative trigonometric polynomials. Suppo
se we have 

n 
p(e'/j) =:s Pke·k/j > 0, Pn =F O. 

k=.n 

The theorem of Fejer-Riesz states that there exists a unique poly-
nomial . 

n 
q(z) = :s qnz", qo> 0, 

k-O 

such that q(z) =F 0 for I z I < 1 and 

p(e·/j) = I q(ei/j ) 12. 

The classical prool· Ol this factorization proceeds by quite alge
braic methods and goes roughly as follows: Write (pei/j) = 
= e-·1I6 h(ei /j) where h(z) = :S02 .. hkZk. From the reality of p we 

get Pk = P-To lor - n < k < n and one deduces inmediately that 
the roots Ol h (z) are conjugate with respect to the unit circle 8; 

i. e., if z is a root so is 1/i. Since p :::=: 0 any root on the unit circle 
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must be of even order. One then takes q as that polynomial with 
qo> 0 \Vhose roots are the roots of h(z) which lie outside the unit 
circle and the roots which lie on the unit circle, but with half the 
multiplicity. 

There is a generalization of this result, also classical, due to 
G. Szego [15]. Suppose 0 <w f L1(S, dO); then w has. a Fourier 
expansion 

00 " 

w "" ~ w(n)c in6 • 
'n= -00 

Roughly speaking, w may be considered as an infinite positive tri
gonometric "polynomial". Szego's result is that w has a factori
zation 

if and only if 

00 " 

w = 1 g 1 2, g,.." ~ g (n) cin6 , 
n-O 

21': 

. flOg wdO > - 00. 

o 

There is another statement, also due to Szego [14], which is 
closely related to the previous statement: 

If 0 < W f £1 (S, dO) then 

21': 

exp 1/27T J log wdO = lj27T 

o 

where the infimum is taken over all trigonometric polynomials 
in H2 with p(O) = O. 

An immediate consequence of these two statements is that if 
f fHl, then 

21': 

log 1 teO) 1 <=: 1/27T J log 1 f 1 dO. 

o 

It will be inmediately recognized that this last inequality can also 
be obtained from the classical Jensen formula. 
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. Any non-zero element of HI for which equality persists in the 
previous formula is called an outer factor. If f £ H2, let H f be the 
smallest closed linear subspace of H2 containing f which is inva
riant under multiplication by elements of A. A. Beurling [3] has 
shown that HI is all of H2 if and only if f is an outer factor. Mo
reover, he has shown that any f £ H2 can be factored into f = ghJ 
where h is an outer factor in H2, g£H'" and Ig(ei8 ) 1=1~ a.e. 
:B'unctions of the latter type are called inner factors. The factori
zation of any element in.JI2 into an inner and outer factor is uni
que up to a multiplicative constant of unit modulus. Beurling h~s 
aJs() shown thiJ,t if H is any closed linear subspace of H2, invariant 
under multiplication. by elements of A, then H = gH2 where g 
is an inner factor. 

All of the results mentioned in this section can be generalized 
to matrix valued functions [9, 13, 18] or even to functions whose 
values are operators on a Hilbert space [6, 8]. 

The classical results of this paragraph were extended to higher 
dimentions by Helson and Lowdenslager. As we have mentioned 
before, the extension to an abstract situation forms the major part 
of the paper of Hoffman. We shall give the precise statements of 
these theorems in the abstract context after we have introduced 
the proper notions. 

II. Dirichlet Algebras 

1. 1£ we identify A with the continuous functions on the unit 
circle which have. analytic Fourier series, then A is an algebra over 
the complex numbers. We wilI put a norm on the elements of A 
by means of the formula 

II f II 00 = sup I f (eill ) I . 
O~Il~ 21t 

With this norm A becomes a complex Banach algebra which satis
fies the additional properties: 

(a) 1 £A. 
(b) A separates points of S; i.e., if {} =1= d> there exists an 

(c) 
f £ A such that f({}) =1= f(¢). 
ReA is dense in CR(S), the real Banach space of real 
continuous functions on S with the uniform norm as 
given above. . 
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Suppose X is any compact Hausdorff space and A a complex 
Banach algebra of continuous functions on X with the uniform 
norm and vvhich satisfies the properties (a), (b) and (c) with X 
replacing S. Such algebras were studied by Gleason [7] and were 
called by him Dirichlet algebras. Hoffman [11] replaces condition 
( c) by a weaker density condition and he calls his algebras logmo
dular. We will use Dirichlet algebras in this exposition since they 
are easier to work ,vith. However, all of the results are valid for 
Hoffman's logmodular algebras. 

2. The following are some additional examples of Dirichlet 
algebras. 

a. Let T be torus given by the collection of all ordered pairs 
(0, <p), 0 < OJ <p :'5 27T with the proper identification of the boun-

A 

daries and suppose T is the set of all ordered pairs of integers 
A 

(n, m). Let P be a subset of T containing the origin with the 
furth~r conditions 

(i) (n,m), (p,q) €P implies (n+p,m+q) €p, 
A 

(ii) (n,m) €T implies (n,m) €P or (-n,-m) €p, but not 
both unless n = m = O. 

Such a set P is called a half-plane by Helson and Lowdenslager 
and was used previously by Bochner [4] for proving generalized 
conjugate function theorems. The algebra A is the set of all conti
nuous functions on T whose Fourier transforms vanish for 
(n,m) i.P. 

A half-plane can be obtained by taking any irrational number a 

and setting P={(n,m): n+am>O}. 
Another example is P={(n,m):n>O}iJt(O,m):m2:0}. 

b. A generalization of the above example is obtained by letting 
l' be any compact abelian topological group which has a linearly or-

A 1\ 1\ I\. 

derer dual group T. P will then consist of all t € T such that t >: 0 
and A will be the algebra of continuous functions on T whose Fou-

A 

riel' transform vanishes for t < O. 
A 

A special case of this obtained by letting T be any subgroup of 
the additive group of real numbers with the discrete topology and P 

A 

the non-negative numbers in T. In this case T is not only linearly 
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ordered but Archimdean ordered as well. The importance of this case 
lies in the fact that every discrete abelian group with an Archime
dean order relation is order isomorphic to a subgroup of the additive 

A 

reals with the discrete topology. For example, if T is the group of 
ordered pairs of integers as given in the first example and 

P={(n,m): n+am?:O} I 

with (1,. irrational, then P induces an Archimedean order on T. 
c. If K is any compact set in the complex plane and A is the 

set. of functions w:hich are uniform limits of polynomials restricted 
to K, then A is a Dirichlet algebra. 

A more trivial example is obtained by taking A to be C (K) , 
the space of all continuous functions on the compact set K. 

More examples may be found in Hoffman's paper .. 
3. Let X be any compact Hausdorff space and A a Dirichlet 

algebra of continuous complex valued functions defined on X. Let 
111 be the space of continuous non-zero homomorphism from A into 
the complex plane with the weak*" topology; i. e., a neighborhood 
basis of an mo f1l1 is the collection of all sets of the form 

{m: I m(h) - mo(h,) I < €, 1:::: k:<= n} . 

This is the so-called Gelfand topology on 111 and with this topology 
111 is a compact Hausdorff space and each function defined by 
f (m) = m (f) for t f A is continuous on 111. Indeed, since the functions 
t separate points of 111 there is only one compact Hausdorff topo
logy on 111 such that all the functions t are continuous. From con
dition (b) for a Dirichlet algebra it follows that X may be embedded 
homeomorphically into 111. 

If m f 111, since 1 f A, it follows that 

II m II = sup I m(f) I = 1. 
Iltll ",=1 

Using the Hahn-Banach theorem, we may extended m to a continuous 
linear functional on C (X), the space of all complex continous func
tions on X with the uniform norm. This extension may be made 
so that the norm of the extension remains one. By a well-known 
theorem of F. Riesz, it is easy to show that there exists a non-nega-
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tive founded regular Borel measure d ""', on X of total measure one, 
such that 

[em) = J f d "" m· 

X 

From condition (c) for a Dirichlet algebra, it follows immediately 
that d Jkm is unique. 

Note that if m f X, then d ,,"m is the atomic measure which takes 
the value 1 on any Borel set containing 'In and takes the value zero 
otherwise. If X is the unit circle S, and A is the Dirichlet algebra 
of the introduction, then M = D U S, where by equality we mean 

that M is homeomorphic to D lJ S. If we take m = 0, the origin 
of coordinates, then d /LIn = d O/27T. To see this we note that if 
n > 1, then 

since this integral is just zm evaluated at zero. Hence, taking complex 

conjugates and remembering that on S, zn = z-n, we find that 
the preceeding integral is zero for all n =1= O. The uniqueness theorem 
for Fourier-Stieltje's integrals then gives our assertion. 

4. From this point on we shall fix 0 f M and d p. shall be the 
corresponding representing measure, which we have previously 
designated d fLO. The context will always indicate whether the symbol 
'0' is this homomorphism or the number zero. 

With respect to the measure d ,,", defined on the Borel field of X, 
W(e can construct the Lebesgue spaces LP, 0 < p <::: 00, in the usual 
way. They are the collection of equivalence classes of Borel measu
rable complex valued functions with the norm given by 

II f II p = [J [f(x) [Pdp. flP
, 0 < p < 

x 

'if II 00 = ess. sup [f(x) [, p = 00. 

00 . , 

Two measurable functions are equivalent if and only if they coincide 
almost everywhere with respect to d p.. There is usually no ambiguity 
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in designating an equivalence class in V by any of its elements and 
we shall do this. 

The spaces LV for 1:<= p < 00 are Banach spaces, and for 
o < p < 1 they are complete metric spaces under the metric 

pet, g) = II f - g II ~ • 
For 0 < p < 00, HP shall be the closure of A in V, and H'" 

shall be the essentially bounded elements in HI. For p?: 1, HP may 
be charaterized as the collection of elements f in LP such 

/\ 

that f gfdp. = 0 for every g € A for which g(O) = 0 (See [11, p. 
298] ). 

5. We shall now list a number of results which we shall need 
later on. Proofs may be found in [11] or else can be easily construc
ted from the ingredients which appear there. The first theorem is 
a generalization of Jensen's inequality which we mentioned in the 

/\ 

introduction. For f € £1 we write f(O) = f f d p.. 

Theorem 1. If f € HI, then 

10glf(0)1< J log Ifldp.. 

x 

/\ 

ThIs theorem says, in particular, that if f(O) ¢ 0, then f =1= 0 
/\ 

almost everywhere. However, even if f(O) = 0 it may still be true 
that integral of log I f I may be finite. For example, if f is a func
tion on the circle group with a.n analytic Fourier series and for 

/\ 

some n > 0, f (n) is the first Fourier coefficient different from 
/\ 

zero, then fl(e iij ) = e-inij f(e i6 ) has the property that f1(0) = 
/\ 

= f (n) =1= 0 and log I f I I = log I fl. This shows moreover that a 
function on the circle group, having an analytic Fourier series 
cannot vanish on a set of positive measure, unless it is identically 
zero. This property does not persist in higher dimensions and a 
fortiori for general Dirichlet algebras. This is the cause of some 
of the difficulties in trying to. extend some theorems from the circle 
group to the more general context. 

Functions which behave rather w:ell with respect to the diffi
culty just mentioned, and indeed behave rather well in most contexts 
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are the so called outer factors. If f € HI, it is called an outer factor 
A 

if and only if f(O) > 0 and 

log f ( 0) = J log I f i d po. 

x 
A 

Some authors define f to be an outer factor if and only if log teO) 
A 

is replaced by log I f(O) I in the above equality. However, it is clear 
that an outer factor in the first sense Glffers from an outer factor 
in the second sense only by a multiplicative constant of absolute 
value one. In the circle group case we see from Jensen's theorem 
that an outer factor can have no zeros inside the unit disk (conside
ring now HI as analytic functions defined in the unit disk), although 
this is not a sufficient condition for an element of HI to be an outer 
factor. In the general Dirichlet algebra case, we may consider 
M - X as taking the place of the open unit disk. However, in the 

" general situation w" do not know whether or not f(m) may vanish 
on M - X if f is an OUL, ~ factor in HI. 

The next two the oren... are generalizations of the theorems of 
G. Szego mentioned in the inti '<iuction. 

Theorem 2. Let w be a non-r~c,'Vative function on X summable 
with respect to d po. A necessary and" ,fficient condition for w to 
have a unique representation 

with f an outer factor in H2, is that 

J log w d po > - O(). 

x 
A 

In the next theorem, Ao={g: glEA and 9 (0) =o}. It is 
clear that Ao is a closed subalgebra of A and indeed it is an ideal 
in A. 

Theorem 3. Let w be as in theorem 2; then 

exp J Log w d po = inf J 11 + g I 2W d po, 

x x 
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where the infimum on the right is taken as g ranges over elements 
of Ao. The left side is to be considered zero if flog w d II. = - 00. 

Theorem 4. If f E HI, f log I f I d II. > - 00, then we may write 
f = gh, where h is an outer factor in HI and g E Hoo, with I g I == 1. 
The .. decomposition is unique. Further, h· k2, k an outer factor 
in H2. 

From the unicity in theorem 2 it is immediate that the k which 
appears in theorem 4 is unique. Further, it is an immediate corollary 
of theorems 1 and 4 that if hI and h2 are outer factors in HI and 
I hI I = I h2 I , then hI = h2• 

It is seen from theorem 4, that whenever an f in HI haS the 
property that log 1ft is in LI, then f can be factored into a well
behaved part, an outer factor, and another part of unit modulus. 
An element g in Hoo is said to be an inner factor if and only if 
I g I = 1. It is clear that an element can be an inner and outer 
factor if and only if it is the constant 1. In those cases where an 
element in HI can be factored into an inner and outer factor, it is 
usually the inner factor which plays the dominant role in determi
ning the properties of the element. 

Theorem 5. If f and l/f belong to HI, then f differs from an 
outer factor by a multiplicative constant of unit modulus. Conver
sely, if f is an outer factor and l/f E £1, then 1/f E HI. 

A linear subspace S CHP is said to be invariant if and only if 
gS c S for every g E A. If f E HP then Sf shall be the smallest closed 
invariant subspace containing f. The following result generalizes 
a theorem due to Beurling [3]. 

Theorem 6. If f E H2, then Sf = H2 if and only if f is, up to 
a multiplicative constant of unit modulus, an ouer factor. 

III. Conjugate Functions 

1. If tt E ReA, then there exists a v E ReA such that u + iv E A. 
Since the constants are in A we can choose v so that f v d II. = o. 
Such a function v is unique almost everywhere. Indeed, if u + iw E A 
and fwd II. = 0, then v - w E A (l ReA; but the real functions in A 
differ from constants a. e., and this together with the normalization 
of v and w shows that they coincide a. e. 

If u E ReA, and v E ReA is normalized as in the preceding para
graph so that u + iv E A, then designate by Cu the equivalence class 
of measurable functions on X which differ· from v only a. e. Call 
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AU the conjugate of u (As later facts will reveal, we should more 
precisely call it conjugate of the equivalence class of u) and a the 
conjugation operator. It is clear that a is a linear transformation 
acting on the real linear space ReA and by linearity it can be ex
tended to the complex linear space ReA + i ReA. 

2. We shall now show that a can be considered as a continuous 
linear operator acting in Lp. We begin with a theorem for p = 1. The 
proof follows the one given in [19 I, p. 254] for the circle group. 

Theorem 7. For every 0 < p < 1, there exists a Bp > 0 so that 

II Of II P :< Bp II fill 

for every f € ReA + i ReA. 
1\ 

Proof. Suppose f € A and Ref (m) > 0 for every m € JIll. Let 
1\ 

f = Rei</> -77'/2 < cp < 77'/2, and for p real, fP = RPeip</> . By the 
Levy-Wiener theorem for Banach algebras, fV is the representation 

1\ 1\ 

of some g € A. But X C JJ1 and hence g(x) = g(x) = [I(x)]P = 
= [f( x) ] P, which implies fV € A, where, of course, we define 

1\ 1\ 1\ 

tv = RPeiP </>. Since fP(m) = gem) = [f(m)]P we have 

(3.1) 

Suppose now that u € ReA, u(x) > 0 for every x € X. Let v € Ou 
1\ 

so that f = u + iv EA. We claim that Ref(m) > 0 for every m EM. 
Indeed, suppose m € M and d I'-m the representing measure. The mea-

1\ 

sure d I'-m # 0, for otherwise g( m) = 0 for every g E A which is im-
/I 

possible since m is a non-zero homomorphism. Hence Ref(m) = 
/I 

= f u d I'-m > 0 and since f (0) = f u d I'- we have, usin~ (3.1) 
and the fact that the integral of u is real positive, 

(3.2) f RP cos pcpdl'-=f(O)P= [J ?1d I'-JP. 

x x 

Since I v I ::::: I f I = R and cos cp > cos ~ p77' for 0 < p < 1, 

we get from (3.2) for 0 < p < 1, 
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(3.3) II Ou lip = [ f I v I Pdp.]1/P L Bp f udp. = Bp II U 111, 
X X 

where B ~ = llcos ~ p7/". 

For any u € ReA write u = u+ - u-~ where u+, u- E OR(X), 
u+ ?: 0, u- ?: 0 and u+u- = o. Suppose {v,,}, ~Wn} are sequen
ces in ReA such that v" > u+, W" < u- and v" -'-+-u+, w" ~ u- in 
the topology of OR(X). Set u" = Vn - W n; clearly Un - U > 0 and 
belongs to ReA. Applying (3.3) we see that OUn ~ Ou in Lp. On the 
other hand Vn > 0 and there exists a sequence of positive numbers 
€n ~ 0 so that Wn + En > O. Hence, since 0 (Wn + En) =OWn we get 

+ En II i J. Allowing n ~ CIJ we get II 01t II p < 21/PBp II u II h which 

is our desired conclusion for elements of ReA. 
In now f € ReA + i ReA we use the triangle inequality for the 

metric of D' and we get the theorem with the Bp of (3.3) replaced 
by 41/PBp. 

By very much the same techniques, the following theorem can 
also be proved. We forgo a proof here. The reader will be able to 
construct a along the lines given above by consulting [19 I, p. 256]. 

Theorem 8. There exist two absolute constants A and B such that 
for every f € ReA + i ReA 

f j Of j d p. < A J If jlog+ I f I d p. + B. 
x x 

3. We now turn to the case 1 < p < CIJ which is the so called 
M. Riesz conjugate function theorem. Again we could give a proof 
modeled along the lines of the proof of theorem 7. Instead we shall 
give a proof due to S. Bochner [5] which makes use of the Riesz
Thorin interpolation theorem [19 II]. 

Theorem 9. If 1 < p < CIJ, there exists a Bp > 0 such that for 
every f E ReA + i ReA, 

II Of II p ~ Bp II f II p. 
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Proof. Let 0 ¥= U f ReA and v f Ou such that f = u + iv £ A. 
A A 

If we set u(Q) = f u d p. and f = u(O) + g, it follows from the fact 
that f v d p. = 0 that g f Ao and hence for k a positive integer, 

A A 

f (u + iv) 2kdp. = f (u(O) + g)2k d p.= U(O)2k, 

since any power of g is in Ao. Forther, 

A 

I u (0) I = Iff d p. I < II f II p. 

If we take the real part of the binomial expansion in the left 
hand integral of the next to the last equation we get 

Applying Holder's inequality to the terms on the right we get 

Divide both sides by II u II ~~, use the fact that I u(O) I / II f 11210 < 1, 

and setting Xo = II V 11210 / II U 11210 we get 

Hence, Xo is less than or equal to the largest real root of the 
polynomial equation 

X2k _ (2;) X2(k-l) _ (~) X2(1-2) _ ••• _ 2 = O. 

If we call this largest root K 2k, we have II Ou 112k < K2k II U 112k . 
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By using the linearity of C and the Minkowski inequality this inequa
lity can be extended to elements of ReA + iReA . with K2k replaced 
by 2K2k. Now take 2k < p ~ 2k + 2 and use the Riesz-Thorin inter
polation theorem [19 II, p. 95] which will establish a bound for C 
in LP. Hence, for 2 <: p < 00, there exists a Bp > 0 such that for 
f f ReA + iReA, 

II Of II p :===:: Bp II flip· 

If 1 < p < 2, then we have just shown that 0 is a bounded ope
rator on the dual space Lq and hence the adjoint is a bounded ope
rator on LV. It turns out that 0* = -0 (Notice this means that iO 
is a self-adjoint operator on P). Indeed, if u, v € ReA, f = u + iOt~, 
g = V + iOv, then 

I\. I\. 

f fgdp. = f(O)g(O) = f udp. . fvdp., 

and since the integrals on the right are real we have 

If now u and v are in ReA_ + iReA, then using the linearity of 
o we establish this last formula for this situation. This concludes 
the proof of the theorem. 

4. We now turn to the generalization of the conjugate function 
theorem when p = 00. The proof follows that in [19 I, p. 254]. 

Theorem 10. (a) If f is real and I f I -:: 1, then 

f exp.A I Of I dp. < B).. 
x 

for 0 < A < 7T/2. 

(b) If f is real and continuous, then exp A! Of I is integrable 
for all A >0. 

Proof. (a) Suppose u € ReA, I u I <: 1, and v f Ou such that 
g = ~~ + iv € A. By expanding exp (± i A g) into a power series and 
using the linear and multiplicative properties of the homomorphism 
Of M we arrive at the fact that 

I\. I\. 

f exp (± i A g) d p. = exp (±i A g (0)) = exp (± i A u (0) ) . 
x 
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Taking real parts we get 

f COSAU exp (+AGU) dp..=cos AU (0) <1. 
x 

Since exp A I Gu I <: exp A Gu + exp - A Gu and cos A < cos A u for 
I u I :::::: 1 and 0 < A < w/2, it follows that 

f exp A I Gu I d p.. < 2 / cos A. 
x 

Suppose now that u is real and measurable and I u I < 1. Since 
d p.. is regular we may find a sequence {un} C ReA such that 
I Un I <1 and Un -+ u almost everywhere. Then by Fatou's lemma 

f exp A I Gu I d p.. = j lim exp A I GUn I d p.. < 
X X n+oo 

lim J exp A II GUn I d Jl -::: 2 / cos A . 
n-+ 00 X 

(b) If u is real and continuous, given € > 0 there exist a w € ReA 
such that I w - u I < €. Hence, by part (a) of this theorem we have 

r exp A I Gw - Gu I dp.. < B}.. 
x 

for 0 <: A < 7r /2. Now, I Gw I is bounded, say by N, and hence 

exp A I Gw - Gu I ?" exp A I Gu I exp - A N 

which shows that 

f, exp A I Gu I d p.. < B}.. exp AN. 
x 

Since € is arbitrary this gives the result. 
5. As we have mentioned before, we do not know whether the 

Fourier-Gelfand transform of an outer factor in A vanishes at any 
point of the homomorphism space M. Nevertheless, as an application 
of the results we have writen down in sections II and III we shall show 
that outer factors in Hi spaces generated by general Dirichlet alge
bras behave veI'!Y much like outer factors on the circle group. Our 
first theorem in this direction says, in effect, that we may take roots 
and logarithms of outer factors and obtain "analytic functions." 

Theorem 11. The function f € L1 is, Up to a constant multiplica
tive factor of unit modulus, an outer factor in Hi if and only if 

f = exp (u + iCu + i a) 

where u is real and in Li and a is a real constant. 
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Proof. (a) Suppose f € L1 and 

1 = exp (u + iOu) 

where u is real and in Ll. Suppose first that u is bounded, say 
! u [ ==: N. Since d /L is regular we may find a sequence t un} ~ A 
such that Un ~ u in Ll and [ Un [ < N. By theorem 7 we find (taking 
a subsequence if necessary), Un ~ u and C Un ~ 01t almost every 
where. 

Set 

then In and 1/1 n are elements in A and therefore, by theorem 5, 
fn is, up to a constant factor of unit modulus, an outer factor. Since 
If n [ -=:: exp N € L1, the use of Lebesgue's dominated convergence 
theorem shows that f n ~ f in Ll and hence f € Hl. Further, 

1\ 

log [ f n (0) [ = f, 1tn d /L 
x 

and letting n -r 00 we get 
1\ 

log [ f (0) I = f 1t d /L = flog [ exp (1t + i01t) [ d /L, 
x x 

which shows f is, up to a constant of unit modulus, an outer factor. 
If 1t is not bounded, set 

when [1t [< N 

when 1t > N 

when 1t < -N. 

By the previous paragraph, if we set fN = exp (1tN + i01tN) , 
then fN is outer in Hl. Now, I1tN [ :::; [ ~{ I and hence (taking a subse
quence if necessary) 1tN ~ 1t and OUN ~ 01t almost everywhere. 
Further, I f N [ < 1 + exp 1t which is in L1 by the hypothesis that 
f € Ll. Hence, using the LebesguEl dominated convergence theorem 
fN~ fin Ll and hence in Hl. Also, by the same argument as above 
f is, up to a constant factor, outer. 

(b) Conversely, suppose f is an outer factor in Hl. Let € > 0 
and let f 8 be the outer factor in Hl such that If 8\ = I f \ + E. It 
follows from the pJ'oofs of theorems 2 and 3 that f 8 ~ f in Hl as 
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€ --+ 0. Set UE = log ( I t I + E); then u E -+ U = log I t I in Ll and hen
ce (choosing a subsequence if necessary) I CUE -+ Cu almost every
where. By part (a) of this proof, 

is, up to a constant of unit modulus, an outer factor and hence, by 

theorem 5, so is FE / t E' But IF E / f E I = 1, which means it is an 
inner factor and consequently 

f E = exp (u E + iCu + i ete), etE constant and real. 

Letting € --+ ° we get, exp i etE -+ exp i a and 

f = exp (u + iGu + i a), a constant and real. 

Our next theorem says that any element in Hl whose, range 
is in any half section of the complex plane is an outer factor. We 
formulate it as follows. 

Theorem 12. If f € Hl and Ref > 0, then f is, up to a constant 
factor of unit modulus, an outer factor. 

We shall need several elementary statements which we record 
as lemmas. 

" Lemma 1. If f €Hl, f = 1l + iv + id, u, v, d real, v(o) = 0, 
then, v = Gu. 

Proof. Let fn = Un + iGtln + idn € A such that fn --+ f in H1. 
Since Un --+ U in Ll, by theorem 7 GUn --+ Gu in LP, 0< p < 1. 
Therefore (taking a subsequence if necessary) GUn --+ Gu almost 
everywhere. But GUn + dn --+ V + d almost everywhere and since 
dn = f Imfn d p..--+ d = f Imf d p.. we see that Gu = v. 

Lemma 2. If f eNl and Ref > ° then ,there exist f n€A with 
Refn > ° such that fn --+ f almost everywhere. 

Proof. Let f = u + iGu + id, u > 0, d real. Since u > ° and 
d p.. is regular there exist tUn} C ReA such that Un > ° and 
Up --+ U in Ll. Hence, by theorem 7 (taking a subsequence if necessa
ry) GUn --+ Gu almost everywhere and consequently f n = Un + iCun + 
id --+ f almost everywhere. 

L'emma 3. If f € HI, Ref> 0, then exp tf € H'" for t < 0. 
Proof. By lemma 2 there, exist f n € A such that Ref n > ° and 

f n --+ f almost everywhere. Now exp tf n € A and exp tf n > exp tf al-
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most everywhere. Further, I exp tf n I <1 and hence by Lebesgue's 
dominated convergence theorem 

f I exp I exp tf n - exp tf I d p. -+ 0. 
x 

Lemma 4. If f E HI, 1/Ref E LI and Ref > 0, then f is, up to a 

constard~factor of unit modulus, outer. 
Proof. By theorem 5 it is enough to show that 11f E HI. Now, 

for t::::'" 0, ht = exp (-tf) is a continuous function of t in the topo
logy of HI and hence 

R 

f ht dt 

o 

exists as a limit of Riemann sums in the topology of Hl. Because of 
this we have for almost all x E X, 

R R 

( f htdt) (x) = f ht(x) dt. 

o u 

Now, for every x EX, 

R 

,f ht(x) dt-+ f h t (x)dt=1/f(x) as R-+ 00. 

o 0 

Further, 
R ro 

I f ht(x)dt I <f exp (-tRef (x)) dt = 11Ref (x) ELI. 

o 0 

Therefore, taking a sequence Rn -+ 00 and using Lebesgue's domina
ted convergence theorem 

f I foR" h t dt-1lf I d p.-+ ° 
X 

which shows 1 I f E HI. 
Proof of theorem 12. If Ref = 0, then f is constant and hence 

is, up to a constant of unit modulus, outer. To see this write f = iv, 
where v is real. But then v t ReA n A which implies v is constant 
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almost everywhere. Hence we may assume Rei> 0 on a set of positive 
A 

measure and hence I (0) =1= o. 
If E> 0, I(x) + E satisfies all of the hypotheses of lemma 4 and 

hence 

log I f (0) + E I = J log I I ( x) + E I d ft . 

x 

Since Rei > 0, II(x) + E I -+ I I(x) I as E -+ 0 and hence 
log II(x) + E I -+ log I I(h) I and 

log I F( 0) I = f log I f ( x) I d ft· 

x 

Theorem 13. II I E H1 and Rei ~ 0, then Log IE H1, where Log z 
is the principal branch 01 the logarithm. 

Proof. Assume first that Rei > 8 > O. Since I is, up to a mul
tiplicative constan~, outer, III E Hoo and also Re (lit) > O. For any 
€ > 0, (1/t) + €€ Hoo and therefore using a Taylor series expan
sion 

Log (III + E) = log 11/1 + E I + iArg (1/1 + E) E Hoo 

Now, for every x, Log (l/l(x) + E) -+ lJog 1/1(x) as E -+ O. 

Further 

I Arg (11/ + E) I::: 71"/2 and as E -+ 0, log 111/ + E 1-+ log 11/1 I· 

Since I is up to a constant an outer factor and 1/1 E Loo, it follows 
that log 111/ I E P. Given £0> 0, for 0 < E < EO, we have 

Illog 11/1 + £ II ~ I log 11/1 II + I log 11/1 + EO II . 

By theorem 12, 11/ + EO is, up to a constant of unit modulus, an 
outer factor since Re (1/1 + EO) > 0 and hence log 11/1 + EO I E P. 
Applying Lebesgue's dominated convergence theorem we see that 
Log (III + E) -+ Log III in Ll as E -+ 0 and hence Log III is in 
H1. Hence -Log 1/1 = Log I EH1. 

Suppose now that I satisfied the hypotheses of the theorem. For 
any 8 > 0, I + 8 satisfied the hypotheses of the first part . of the 
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proof and therefore Log (f + 8) € HI. Letting 8 -+ 0 and making the 
same type of argument as above we find that Log (f + 8) -+ Log f 
in LI and therefore in HI. 

Corollary. If f satisfied the hypotheses of theorem 13 then 

A 

o Arg f = -log I f 1 + log 1 f(0) I· 

The proof is an immediate consequence of lemma 1 and theo
rem 13. 

IV. THE HELSON·SZEGo CONJUGATE FUNCTION THEOREM 

1. The problem posed by Helson and Szego is as follows: 
Suppose A is a Dirichlet algebra and d v is a bounded non-negative 
measure on the Borel field of X. When is it true that there exists a 
constant B > 0 such that for every f € ReA. 

J 1 Of 1 2d v L B J I f 1 2d v ? 
x x 

For the sake of simplicity we shall, at the outset, assume that d v is 
absolutely continuous with respect to the representing measure d p, ; 

i.e., d v = w d p" where w is a non-negative function in LI. 
We shall designate by H2 ( w) the closure of A in L2 (w d p,) 

and by H 02 ( w) the closure of Ao in L2 (w d p,). Recall that Ao is 
A 

the collection of 9 € A such that g(O) = O. Ao IS the collection of com-
plex conjugates of elements in Ao. 

2. Let H be a Hilbert space and Rand S manifolds in H. Let 

p = sup {I (f 1 g) I ; f € R, 9 € S, II f II = II 9 II = 1 } . 

It is clear from Schwarz's inequality that 0 < p < 1. If p < 1, the 
manifolds Rand S are said to be at a positive angle. 

The manifolds Rand S are at a positive angle if and only if 
there exists a 0 < CT < 1 such that for every f € R , 9 € S 

2 (l-CT) Ilfll Ilgll:<llf+gI1 2• 

Indeed, suppose Rand S are at a positive angle. Then from the facts 
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that II f + g 112 = II f 112 + 2 Re U I g) + II g 11 2, 2 II f II II g II :c II f 112 

+lIgll 2 and ReUlg) ?-pllfll IIgll we get2(1-p) Ilfll 
II g II < II f 1- g 112. Conversely, suppose there exists 0 < (f < 1 such 
that the above inequality is satisfied. Take II f II = g II = 1 and sup
pose, for the moment, that U I g) < O. We then get, by expanding the 
right side of the above displayed inequality, I U I g) I < (f < 1. In 
the general case where U I g) is complex, it is posible to multiply f 
by a constant of unit modulus so as to make the inner product non
positive. However, this will not affect the absolute value of the inner 
product of f and g. 

Let us now specialize to the case where H = L2 (wd po), 

R = H2(W) and S = H02(W). Let P be the projection of £2(d po) 
onto H2~ A formula for this in terms of the conjugation operator 
can be obtained in the following way. Suppose at first that u € ReA; 

then f = u + iCu e H2 and u = [f + u (0) +7- w(O)] /2. But 

f + 11 (0) dJ2 and 7-11(0) € (H2)T and since the decomposition 
of tt into components in orthogonal subspaces is unique we get 
Pu = [f + u(O)] j 2 or 

Pu = ~ [u + U (0) + iCu] . 

By linearity and continuity of P and C in £2 this formula can be ex
tended to all of L2. 

Restrict P to ReA + iReA. H2 ( w) and H 02 (w) are at a positive 
angle if and only if this restriction is bounded in £2( w d po). Indeed, 
suppose the restriction of P is bounded. Then there exists a constant 
B > 0 such that 

IIPullll(I-P)ull :<;BlluIl 2 • 

Take (J" = (2B -1)j2B, f = Pu and g = (I - P)u and we get 
2 (1 - (f) II f II II g II < II f + g 112. Since the collection of such f 
and g are dense in H2 (w) and H 02 ( w) respectively, these manifolds 
are at a positive angle. Conversely, suppose these manifolds are at a 
positive angle. Take B = 1/2 (1- (f), f = Pu, g = (I - P) u, where 
II u II = 1. We then get 

II P1l II 11 - II Pu II I < B. 

This shows that II P1l11 < max(B, 2), which implies P is bounded. 
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From the formula connecting P and C we can easily show that 
the restriction of C to ReA + iReA is bounded in £2 (w d p.) if and 
only if the restriction of P to this manifold is bounded in £2 (w d p.) . 

Indeed, suppose P is bounded and u € ReA. Then Cu = 2ImPu which 
shows inmediately that Cu is bounded since 1 Cu 1 <21 Pu 1 . Con
versely, suppose C is bounded. Take u € ReA + iReA and we find 
that C2u = - U + 11(0) which shows that 11(0) is a continuous func
tional in L2( w d p.). Now look at the formula connecting P and C 
and it results that P is bounded. 

Putting the above statements together we have arrived at the 
following fact. 

Lemma 5. The conj~(gation operator C, restricted to ReA + iReA 

is bounded in L2(W dp.) if and only if H2(W) and H02(W) are at a 
positive angle. 

3. The question now arises as how to characterize w so that 

H2(W) and H02(W) are at a positive angle in L2(wdp.). We may 
as well assume from the outset, that J log w d p. > - 00. Otherwise, 

theorem 3 shows that 1~2(w) (l H02(W) which, :from the definition, 
inmediately shows that these manifolds are not at a positive angle. 
Therefore, by theorem 2 we can write w = 1 f 1 2 where f is an outer 
factor in H2. Moreover, by theorem 6, the collection of functions of 
the form gf, g € A is dense in HZ and more specifically the set of 
all such elements such that 

is dense in the unit ball of H2. 
Define the function exp - i cp by equation w = f2exp - i cf>. 

The number p is given by 

p = sup 1 J (gf) (hf) exp - i cp d p.1 

where the supremum is taken over all g € A and h € Ao such that 
II g iJ < 1 and II h II :<: 1. If H02 is the subspace of H2 consisting of 
elements with mean value zero then it is an inmediate consequence 
of theorem 6 that the set of elements hf, h € Ao, II hll <: 1. is dense in 
the unit ball of H02. 

Before we proceed, it will be necessary for us to prove a fact, 
whose need and proof in the general situation was pointed out by I. 
I. Hirschman. We record this as 
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Lemma 6. The set of functions ghf2 with g (A, h (Ao and 

11 g II < 1, II h II < 1 range over a dense s1tbset of the tmit ball of 
H 01 (the subspace of elements in H1 with mean value zero). 

Proof. Let k be an element of the open unit ball of H 01 ; i. e. 
f I k I dp, < 1. If f log I k I dp, > o(), then by theorem 4 we may write 
k = l m, where l is in the open unit ball of H2 and m is in the open 
unit ball of H02. Hence, by theorem 6, k may be approximated by 
the elements asserted in the lemma. 

Suppose now that f log I k I dp, = - o(). For (> 0 set 
ke = l~ + E, and suppose ( has been chosen small enough 0 that 

A 

ke is still in the open ball units of Hol. Now ICe (0) = E > 0 and 
hence by theorem 1, f log lIce I dp, > - o(). By theorem 4 we may 

write Ikel = I/e21 where Ie is an outer factor in the open unit 
ball of H2. Hence, 

A 

Log lie (0) 12= flog Ilel2 df!= flog Ik + EI df! 
X X 

A 

and we see that I (0) -+ 0 as ( -+ O. Now write e , 

A A A 

k = n (Ie - ie (0) ) 2 + Ie (0) n (218 - Ie (0)) - E, 
A 

where n is an inner factor. Then term 2/e - Ie (0) remains 
A 

uniformly bounded in H1 as € -+ 0 and Ie - le (0) is in the 
open unit ball of H 02 if ( is sufficiently small. Therefore, k can be 
approximated as asserted. 

Using lemma 6 we may write 

p = sup I J It exp - i ¢ d p, I 
X 

Ho1 is a closed subspace of £1 and p is the norm of a linear 
functional on H 01 defined by 

f h exp - i ¢ d fL, h (H01. 

X 

The Hahn-Banach theorem tells us we can extend this linear 
functional to all of L1 with preservation of norm. Every continuous 
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linel:!r functional on £1 ~aybe identified with an element of Loo, 
and we shall write any element which extends the above functional 
with preservation of norm as e-'-iq, - go. It is clear that 

J hgodJL = 0, all h € A o, 

and this means go € H 00. Further, p --:- II go - exp - i cp II 00 <: " g
- exp - i cp II 00 for any g € H'" '. since (g - exp - i cp) may be iden
tified with an extension of the given linear functional. 

Theorem 14. p < 1 if and only if there exists a g Elloo such 
that l/g € Hoo and II Arg gf2 II 00 < 7r/2, where -7f' c::::: Arg z < 7f'. 

Proof. If p < 1, pick g = go, where by our previous remarks 
" go - exp - i cp " 00 = p < 1. It is clear by a simple geometric con~ 
sideration (draw a circle around e-icf> of radius p) that l/g€L oo and 
" Arg gf2 II 00 < 7f'/2. Now, gf2 € HI and Re gf2 ?: ° and hence by 
theorem 12, gf2 is, up to a constant 0 funit modulus, an outer 
factor. Hence, the same must be true for g which makes ljg € Hoo. 

Conversely, suppose g satisfies the conditions of the theorem. 
In order to fix matters look at the function g exp i cp which has the 
same essential supremum and infimum as g and the same arguments 
as gf2. Let a=II Arg gf211 00 < 7f'/2; then if I (j I <: a, the length of 
the line segment from the origin to the circle of unit radius about] 
and along the line Arg z = (j is 2 cos (j > 2 cos a. Let A = 
cos a/II g II z; then since the essential infimum of g is bounded away 
from zero, there exists a ° < 8 < cos a so that I Ag I :::: 8 and 
Ag exp i cp is inside the circle about 1 of unit radius. The latter 
statement follows from the fact that I (j 1= Arg A geicf> I L II 

and I A ge i !/> I <cos a < cos (j. If we take now, say, 82 - 28 cos a 

+ 1 < u 2 < 1 then Ag exp i cp is contained ip. the circle about 1 of 
radius u. Therefore 

p < " A g - exp - i cp " 00 ::: u < 1. 
Theorem 15. The conjugation operator C, restricted to 

ReA + iReA. is bounded in L2(w d JL) if and only if 

w = exp(u + Cv), 

where u and v are real, II u II 00 < 00 and 1I v " 00 < 7r/2. 
Proof. Suppose C is bounded in £2( w d JL). TheIl, as we have 
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noted, we may write W = I h I where h is outer in HI. J.Jemma 5 

says that H2(W) and H02(W) are at a positive angle and theorem 
14 says that there exists a g £ H"', such that l/g E H'" and 
II Arg gh " co < 71"/2. Therefore, we have 

W = I g-Il I uh I = exp(iog I g-I I + log Igh I)· 

Now, g and g-I are bounded and hence log I g-I I £ L"'. Further, 
Regh > 0 and hence by the corollary to theorem 13, 0 Arg gh =-

h h 

-log I gh I + log I gh(O) \. Take u = log I g-I I + log I gh (0) I and 
v =-0 Arggk_ 

Conversely suppose W is of the form as shown in the theorem. 

If we set WI = W exp -u, then H2(WI) and H02(WI) are 3t a 

positive angle if and only if H2 ( w) and H 02 ( w) are at a positive 
angle. This follows immediately from the fact that exp - u is boun
ded away from zero and hence the projection operator P is simul
taneously bounded of unbounded in LI(wIdp.) and LI(wdp.). Hence, 
we may as well suppose u = O. 

'- Set 

h = exp(Ov -iv + ia); 

then w = I h I and theorems 10 and 11 tell us that if we choose a 

correctly h is an outer factor in HP for some p > 1 and therefore h 
is the function of theorem 14. Take g = exp (- i a) and we see that 
" Arg gh " co = " v " <Xl < 71"/2 and the result follows by theorem 14. 
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