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Abstract 

We consider the moment problem for the sequence {e->.;t}. in L2(0, T) (0 < 
,EN 

T $ 00), being {Ad iEN a sequence of positive real numbers such that L~l t < 
00. We prove properties of the moment space M of that sequence. In [K) it is 
shown that M is a moment space. Our main result is that M is a I-Iilbert space 
and moreover, that is the image of £2 by the operator Gl/2, the square root of 
the Gram matrix G of the sequence. The operator G1/2 is proved to be the 
limit in B(f2) of a sequence of simple operators of finite rank. We also obtain 
an upper bound for the norm of the operator G. We find different expn;ssions 
for the solution of minimum norm of the stated moment problem, extending 
some results of [Z]. 

1 Introduction 

We consider the moment problem of the sequence: 

{e->';t}. (1) 
,EN 

in L2(O, T) (0 < T < CXl), being {Ad iEN a sequence of positive real numbers such 
that: 

00 1 
2:-<00 
i=l Ai 

Remark: This condition implies that the sequence (1) is not dense in L2(O, T) . 
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Our main goal is to characterize the moment space M of that sequence. In the 
first section we introduce the moment problem and recall some well known results 
about it. In the second section we prove the following properties of M: 

*) M is a dense and proper subspace in £2. 
*) M does not depend on T. 
*) M is a Hilbert space, and there exists a continous inmersion in.£2. 

In the third section we obtain the operator C. It is defined by the Gram matrix 
of the sequence (1) as the limit in B(£2) of a sequence of simple operators of finite 
rank. This allow~; us to show that C1/ 2 is a compact operator. 

In section four we prove that M is the image of £2 by the operator C 1/ 2 . In the 
last two sections we find different expressions for the solution of minimal norm of the 
moment problem of our interest. 

2 The moment problem. 

Let H be a real Hilbert space, provided by an inner product (.,.). Let {I d kE N a 
sequence of elements of H such that any finite subfamily of this sequence is linearly 
independent. We note by {CdkE N an arbitrary real sequence. So, the inner product 
(J,Ik) , kEN is called the nth. moment of I, arid the sequence {(J,!k)}kEN is the 
moment sequence of I. Then in the theory of moments the following problem arises: 

Does there exist an element IE Hsuch that: (J,Ik) = ck,k = 1,2, ... 7 

The moment space M of {Id is then the collection of all the moment sequences 
M = {(J, Ik) : I E H}. Thus a numerical sequence {cd kf N belongs to M if and only 
if there exist I E H such that Ck. = (J, Ik), k = 1,2, .... 

i\;f is a Banach space with the norm defined by: 

n n 

II 11 2 ,,(n) I·" (n) 
C M = sup L.- (}l k CkCI =--' 1m L.- (}l k CkCl 

nEN k,l=l' n-CX) k,l= 1 1 

where (}i~) is the (I,k) element of the inverse of the Gram matrix Cn of {II, f2' ... , In} . 
The last equality is valid because: 

k,l=1 

does not decrease as n increases [K]. It is easily proved that M is also a Hilbert space 
(cf. Lema 2). 

Remark: To avoid confussion we use a subscript denoting the space we are refering 
to; for example (., ·)H or II·II H . 
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3 The moment space of a sequence of exponen-
tials. Some properties. 

Let H = H(T) = £2(0, T) , 0 < T ~ 00 and let fk(t) = e->'kt , k = 1,2, ... , being 
{>'d kEN a sequence of positive real numbers such that >'1 < >'2 < .. , < >'n < ... and 
00 

~ lk < 00. In what follows, we will call M (T) the moment space of (1) if 0 < T < 00, 
k=l ' 

and M if T = 00. We will study properties of M and M(T). 
If T < 00 ,let 

be the Gram matrix of {e->'kt} . 
kEN 

If T = 00 ,then 

G(T) = [, 1 ] 
>'i + >'j i,jEN 

PROPOSITION: 
a) M(T) C £2 , M(T)=/: £2, "IT> 0 
b) M(T) = M , "IT > 0 ' 
c) M is dense in £2 ,and the inmersion i: M-,>£2 is continuous. 

Proof: 
'a) Let ,in)(T) be the greatest eingenvalue of Gn(T), and ,~n)(T) be the smallest 

one. Then 

(n)(T) (x, Gn(T)x) 
'1 = max 2 

XER,xfO IIxll 
and 

n 1 _ e-(Ai+Aj)T n 1 
(x, Gn(T)x) = L >.' >.. XiXj ~ L >.. >.. IXillXjl = 

i,j=1 ,+ 3 i,j=l ,+ J 

( )1/2, 2 

~ >'i>'j IXil IX;I < 1 (~ Xi ) < T G II' 112 
.~ >.. + >.. (\ .)1/2 (\ .)1/2 - 2 ~ (\ .)1/2 - r n X ,,,=1 ' 3 A, A3 ,=1 A, 

where Tr Gn is the trace of Gn. Then ,in)(T) ~ Tr Gn , "In EN, (1) is a Bessel 
sequence [y], and M (T) C £2. 



46 

Since 

(n)(T) < 1 - e-2AnT 
In - 2An 

then I~n)(T) ~ 0 if n ~ 00 , and (1) is not a Riesz-Fischer sequence. Then M(T) f­
£2. 

00 

b) (Gn - Gn{T))i3' = J e-Ajte-Ajtdt then Gn - Gn(T) is the Gram matrix of 
, T 

{ e-A;t} , in £2{T, 00). So Gn - Gn(T) is positive definite. It follows that Gn ~ l<.<n 
Gn(T). --

In addition to this, the following result is valid 

LEMMA 1: G:;;l(T) ~ G:;;l. 
Proof" 

Let L be a linear transformation such that [CHj LT Gn(T) L = ld and LTGnL = 
D where D = (di,jh:5,i,j:5,n is the diagonal matrix of order n such that 

d { Pi i = j 
i,j = 0 if- j 

Then Gn -Gn(T) ~ 0 implies that Pi ~ 1, 1 ::; i ::; n. Also L -IG;;I (T)(LT)-I '= I d 
and L-1G:;;1{T)(LT)-1 = D, where D = (~,jh:5,i,j:5,n is the diagonal matrix of order 
n such that 

-.. _{l/pi i=j 
d' 3 - 0 .. -1- • 

, I ~J 

Then ld -75 ~ 0 and G;;I(T) ~ G:;;I. 
As a consequence of Lemma 1, M (T) ~ M. Also, there exists a constant K = 

K(T) such that: . 

1 
K(T) Gn ::; Gn{T). 

In fact, let C = (Cj)jEN E w, and c{n) = (C1'~' ... , en) E Rn 

n 
where P(t) := E e;e-A;t. In an analogous way, 

i=l 

(c(n), Gn (T) c(n)) = IIP(t)II~2(o,T)' 

Acording to ~ result proved by Scwartz [S] there exists a constant K = K (T) such 
that 
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IIP(t)IIL2(O,00) ~ K(T) IIP(t)lIp(O,T)' 

Hence K(T)Gn ~ Gn(T) and G;;l(T) ~ K(T) G:;; 1 , Therefore M ~ M(T), 
c) Let x E £2 be such that (X,C)f2 = 0 , Vc E M. Since C E M there exists 

W (t) E L2(0, T) such that: 

00 00 T 

T 

J W (t) e-Ajtdt = Cj, Vj E N. 
o 

Then l:xiCi = l: Xi J w (t) e-Aitdt = 0 , Vw (t) E L2(0, T). By the continuity of the 
i=l i=l 0 

inner product 

l~ JT(f-xie-Ait) W(t)dt = O. 
N 00 0 i=l 

00 T(OO ) Since i~l Xi e- Ait E L2(0, T), it follows that [ i~l XicAit W (t) dt = O. 

The sequence (1) is minimal in the sense that each element of the sequence lies 
outside the closed linear span of the others. Then there exists a biorthogonal sequence 
[Y] {gi(t)}iEN such that taking w(t) = gi(t) will give Xi = 0 , Vi E N. Then X == O. 

To show that the inmersion i : M -t £2 is continuolls, we shall show that: 

This is inmediate since 

(c(n),G~lc(n)) = Ilc(n)1I2 (C(~~~f~~,~(n)) ~ Ilc(n)1I2 (ry~n)r1 ~ 

IIc (n)112 (Tr Gn r': l • 

LEMMA 2: (M; II·IIM) is a Hilbert space. 

4 An approximation to the Gram matrix. 

The Gram matrix: 

G=( 1 ) 
'\ + Ai l$i,j<oo 
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generates a bounded operator on [2 because IIGII ::; Tr G. This result is a particular 
case of the following one: 

LEMMA 3: IfG = (gi,j)l$i,j<OO is the Gram matrix of a system {f;}iEN such that 

f gi,i < 00 then Igi,jl = l(fi,Ii)1 ::; IIfilillIiIl ::; (gi,i)1/2 (gj,j)1/2 , 1 ::; i,j < 00 and 
i=l '. 

I,f 9iJXiXjl::; (f 9i,i) (f IXiI2). Hence IIGII::; ,f, gi,i = Tr'G. 
',}=1 ,=1 ,=1 .=1 

LEMMA 4: IIGII < TrG. 

Let Gn be the nth. section of G, Gn = (gi,j)l$i,j$n' 

Th h fi -G () = { gi,j, 1 ::; i, j ::; n en t e in nite matrix n = gi,j 1<_i,}'<00 O,i>norj>n 
bounded operator Gn :[2 ~ [2, "In E N 

LEMMA 5: Gn ~ G on B W) ifn ~ 00. 

Proof: 
Let R,. := G - Gn and let x E [2 , Y = Rnx. Then 

00 

Yi = L gi,jXj i = 1,2, ... , n 
j=n+l 

00 
Yn+i ~ L gn+i,jXj i = 1,2, ... 

j=l 

thus, if 1 ::; i ::; n, 

Hence 

n (n (Xl ) (00 ) (00)( 00 )(00 ) ,,~ 2 < ~ ~ 2, ~ x2 < 1. 1.. ~ 1- ~ L ~ X2 = 
L. Yt - L. L. g.,}. L. J - 2 2 L. A· L. A ' L. J 
i=,1 i=lj=n+1 j=n+1 ;=1' j=n+1 J j=l 

,(00) 2 00 . = ~T . I: 1 II:rll£2 where 7 := i ,2: t· In an analogous way results 
]=n+l J .=1 

00 1 (00 1) ,L Y;::; 27 ,L ~ Il xll;2' 
t=n+1 }=n+1 J 

Hence lie - Gn l1 2 
::; T (, f 1) and Gn ~ G on B ([2) if n ~ 00. • 

]=n+1 J 

defines a 

Remark: It can be proved in a similar way that Lemma 5 is valid if G = (gi,i)l$i,j<oois 
00 

a Gram matrix such that I: gi,i < 00 
;=1 

The operators Gn are of finite rank and positive (recall that a bounded linear 
operator T on a I-Iilbert space H is said to be positive if (T f, J) ~ 0 , Y f E H ). 
Therefore G is a compact and positive operator. Since 
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it follows that 0 ::; Gn ::; TId , 'tin EN, and 0 ::; G ::; TId. Hence for every natural 
number n there exists a unique operator Tn such that T; = Gn and a unique operator 

2 -1/2 I T such that T = G. We will denote them by Gn and G1 2 respectively. Now, 
because of the uniqueness, it follows that 

( ~n ... ~ "'J -1/2 : :. 
Gn =0 0 \ : ... : ... 

. . . . 

where Qn is the only matrix such that Qn 2: 0 and Q~ = Gn. 

-1'2 
LEMMA 6: Gn f ~ G1/ 2 on B(f2) ifn ~ 00. 

Proof: 
Let {Pk (>')}kEN be a sequence of polinomials with real coefficients that converges 

uniformly to the function p (>.) = >.1/2 , >. E [0, T]. Let T be a selfadjoint operator 
such that 0::; T ::; T.ld. Then 

Therefore {Pk(T)}kEN is a Cauchy sequence in B(f2). Accordingly, there exists an 
operator l' E B(f2) satisfying: 

i) Pm(T) ~ T , if m ~ 00 

ii) 1'2 = T 
iii) l' 2: 0 
iv) T is the only operator with the properties i)-iii). 

We note T 1/ 2 = 1'.We choose an arbitrary positive small E and find an index k such 
that 

sup Ipk (>.) - >.1/21 < -3E • 
AE[O,r) 

For thatk we have: Ilpk(G) - G1/ 2 11 < i and IIPk(Gn) - Gn1/2·11 < i. Let no = no(E) 

be such that Ilpk(Gn) - Pk(C)11 < ~ , 'tin > no. Hence 

IICn 1/2 - Gl/211 < to, 'tin> no. • 
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5 . A. characterization of M. 

THEOREM 1: M = G1/2(£2). 
Proof: 

Let c E M. Then (c(n), G;;lc(n» ::; K , '<In E N. We denote 

x (n) = (G~lr/2 c(n). 

Hence Ilx(n)1I ::; K , '<In EN, and c(n) = G;!2x(n). We define the elements 

_ ._ { Xi (n) 
Xn,i·- 0 

if 1 ::; i ::; n 
if i > n 

and we denote xn = (Xn,i)iEN' As IIxnlll2 = Ilx(n)IIR" ::; K , '<In E N ,we can suppose 
that {xn}nEN is weak convergent in £2 (if it is not the case, it is sufficient to consider 
a subsequence with this property). Then 

(xm y) ~ (x, y) if n ~ 00, '<Iy E £2. 

Since G1/2 is a compact operator G1/2xn ~ G1/ 2X if n ~ 00 and Gl/2xn ~ c if 
n ~ 00 , then c = G1/2X. 

To show that G1/2(£2) ~ M , let c be an element of .01/2(£2). Then there exists 
x E £2 such that G1/ 2 X = c . We now introduce the elements 

(s) G 1/2 
U := s x 

We assume for an instant that u(s) EM, '<In EN .. Then we have 

II( G;lr/2 c(n)11 ::; II( G~lr/2 (c(n) - u~~»)11 + ~~£ II( G~lr/2 ui~)11 ::; 

:s: II(G;;1)1/2 (c(n) - ui~»)11 + K ,being K a constant. So 

II(G~lr/2 c(n)ll::; II(G~1)1/2 (c(n) - }~~ Ui~»)11 + K = K 

because u(s) --; c in £2 if s ~ 00. Thus c E M. 
To show that u(s) EM, '<In E N let's introduce the set 

- { 2 .} Rs = 0: = (O:i)iEN E £ : O:i = 0 '<It > s 

and consider {gi} iEN a biorthogonal sequence to the sequence (1). Next we define 
9 = O:lgl + 0:2g2 + ... + O:sgs , 9 E £2(0,00). Then 

(g,e-Ajt)={~i :;: 

and hence fis ~ M , '<Is E N. • 

Remark: Now the part a) of the proposition is obvious. 
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6 Solution of the moment problem. 

If 'Pn(t) is the solution with minimun norm of the truncated moment problem 

then [K] 
n 

'Pn(t) = L lie- Ait 

i=1 

n 
where 'Y; = J. a;; (n)c; and a, .( n) is the (i. i)-element of G~ 1. It can be moved that , .. - J'"'' J "'J',1 "oj, - -- - .,~ - -- .1.- - -----

i=1 

lIn Ak + \ 
If we call D:i(n) = 2Ai we can write ai,j(n) 

k=1 Ak - Ai 
k;ii 

moment problem has a solution if and only if there exist a constant K > 0 such that 
[K] II 'Pn(t) II ~ K , 'In E N. Let Dn = (di,jh<:;i,j<:;n be a diagonal matrix of order n 
such that 

d. . _ { D:i (n) i = j 
',J - 0 i cI j 

where d(n) = ( ~:~~l J = GnDnc(n). 

dn(n) 
00 1 

The condition L ~ < 00 implies convergence of the infinite products J~~ D:i (n) = 
i=l ' 

D:i , Vi E N [C] . For every i E N the sequence {di(n)}nEN has also a finite limit 
when n --> 00. Then we write di = lim di(n). 

n->oo 
n 

In fact, let Pn(t) = 2:= ci(n)D:i(n)e- Ait ; then IIPn(t)11 = II'Pn(t)11 ~ K , 'In E Nand 
i=l 

(Pn, e- Ait ) = di(n). This shows that {Pn(t)}nEN is a sequence of elements in £2(0,00) 
such that the norms form a nondecrea5ing sequence of real numbers with K as an 
upper bound. Then there exists P E £2(0,00) such that Pn --> P if n --> 00. 
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The following theorem is valid 

THEOREM 2: If there exist a constant (J > 0 such that An+l - An 2 (J , Vn E N, 
00 1 

and L >: < 00 then 
k=l k 

00 

rp(t) = Ldjaje-Ajt 
j=1 

is the solution with minimun norm of the moment problem 

Proof: 
First, 

00 J rp(t)e-~Ait = Ci , i E N. 
o 

00 

'" d -a _e- Ajt E £2(0 00) 
~ J J " 
j=1 

n 
is a consequence of a theorem of Schwartz [S]_ In fact, as rpn(t) = L di(n)ai(n)e-A,t 

is the solution of minimun norm of the problem of order n: 

n 

00 J rp(t)e- Ait = c; , 1 :S i :S n, 
o 

i=1 

there exists rp(t) = lim L ai(n)di(n)e- Ait E L2(0, (0), being rp(t) the solution of 
n--+oo i=l 

minimum norm of the moment problem [K]. Then rp(t) belongs to the clansurc of the 

subspace of £2(0,00) generated by {e- Ait } _ and can be written as a Dirichlet series 
tEN 

[S] 

00 

rp(t) = L kie-->'i t 
i=1 

As {e-AitLEN isa minimal system [S] it follows that k; = aid; , Vi EN, i.e.: 

00 

rp(t) = L a;d;e- Ait E L2(0, (0) 
i=1 

00 

It remains to prove t.hat L djaje- Ajt is a solution. As 
j=1 

(
00 ) 00 1 - Ait -Akt _ 
Ld;a;e ,e - Ldia; A A 
;=1 ;=1' + k 

then we must prove that: 
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00 

But L: Gid;e-A,t E L2(0, (0) then 
i=l 

7 Another expression for the solution 
00 

The solution of minimun norm of the problem of order n <Pn(t) = L: dj(n)aj(n)e- Ajt 
j=1 

00 

can be written as <Pn(t} = L: "(j(n)e-A;t with "((n) = bi(n))l<i<n = DnGnDnc(n). 
~1 --

But DnGnDn = G;;l , then 

"((n) = bi(n))l~i~n = G;;lc(n), 

The goal of this section is to find an analogue expression for the solution <p(t). In 
section 5 we proved that there exists P(t) E £2(0, (0) such that 

n 

P(t) = lim P"l(t) = lim '" ci(n)ai(n)e-Ait 
n~oo n----t-oo L..,; 

i=l 
Then P(t) belongs to the clausure of the subespa.ce of £2(0, (0) generated by the 
system {e- Xit }. and P(t) can be developed in a Dirichlet series 

tEN 

00 

i=1 

But {e-Ait } iEN is a minimal system, then hi = aie;, Vi E N, 

00 

P(t) = E e;aie-A,t E £2(0,00). 
i=l 

( ) 
00 e;a. 

Then P(t) , e-Ajt = E ~ ~. converges and 
;=1 + 3 

do - I' do() - I' ~ cjaj(n) _ ~ cjaj 
,- 1m ,n - 1m ~ - ~ . 

n--+oo n--+oo 0 \ 0 + >. 0 • >. 0 + >. 0 

3=1 Ai J 3=1' J 
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_ 00 00 00 0"0' . 
Then <p( t) = .1: diaie-).it = E E ., 3 Cje-).i t • 

,=1 i=1 j=1 '\ + )..j 
If we define the operator DCD as the one generated by the infinite matrix 

( 0"0" ) ( a· ) )... • ~. and the operator CD as the one generated by the infinite matrix )... .)... 
• + J i,j • + 3 i,j 

00 

it follows that <p(t) = 1: (DCDc)ie-).it. 
i=1 
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