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FUNCTIONAL VERSIONS OF THE CARISTI-KIRK THEOREM

MIHAI TURINICI

ABSTRACT. Many functional versions of the Caristi-Kirk fixed point theorem
are nothing but logical equivalents of the result in question.

1. INTRODUCTION

Let (M, d) be a complete metric space; and x - ¢(x), some function from M to
Ry := [0, 00] with

(la) ¢ is d-1sc over M (limninf o(zn) > ¢(x), whenever z,, — x).
Let also T': M — M be a selfmap of M; and put Fix(T) = {z € M;z = Tz},
Per(T) = U{Fix(T™);n > 1}; each point of the former (latter) will be called fized
(periodic) under T. The following 1975 fixed point result in Caristi and Kirk [10]
is basic for us.

Theorem 1. Suppose that
(Ib) d(z,Tx) < p(x) — p(Txz), for allx € M.
Then, necessarily,
Fix(T) =Per(T) # 0 (T is strongly fp-admissible); (1.1)
hence, in particular,
Fix(T)#0 (T is fp-admissible). (1.2)

The original proof of this result is by transfinite induction; see also Wong [40].
(It works as well for highly specialized versions of Theorem 1; cf. Kirk and Saliga
[19]). Note that, in terms of the associated (to ¢) order

(al) (z,y € M) z <y iff d(z,y) < o(x) — (y)
the contractivity condition (1b) reads

(lc) @ < Tz, for all z € M (i.e.: T is progressive).
So, by the Bourbaki meta-theorem [7], the underlying result is logically equivalent
with the Zorn maximality principle subsumed to the precise order; i.e., with Eke-
land’s variational principle [12]. This tells us that the sequential type argument
used in its proof (cf. Section 6) is also working in our framework; see also the paper
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of Pasicki [25]. A proof of Theorem 1 involving the chains of the structure (M, <)
may be found in Turinici [33]; and its sequential translation has been developed in
Dancs, Hegedus and Medvegyev [11]. Further aspects involving the general case
may be found in Brunner [9] and Manka [21]; see also Taskovic [32], Valyi [39],
Nemeth [23] and Isac [14].

Now, the Caristi-Kirk fixed point theorem found (especially via Ekeland’s ap-
proach) some basic applications to control and optimization, generalized differential
calculus, critical point theory and normal solvability; see the above references for
details. So, it must be not surprising that, soon after its formulation, many exten-
sions of Theorem 1 were proposed. (These involve its standard version related to
(1.2); and referred to as Theorem 1(st). But, only a few are concerned with the
extended version of the same, related to (1.1); and referred to as Theorem 1(ex)).
For example, in the 1982 paper by Ray and Walker [28], the following result of this
type was obtained. Call the function b : Ry — Ry, semi-normal when

(b1) b is decreasing and b(R) € RY :=]0, oof;
and normal provided (in addition)

t
(cl) B(oco) = oc0;  where B(t) = / b(t)dr, t > 0.
0
(Further aspects involving these notions will be developed in Section 2).

Theorem 2. Assume that there exists a normal function b: Ry — Ry and some
a € M with

(1d) b(d(a,z))d(z,Tx) < p(z) — @(Tx), for allx € M.
Then, T has at least one fixed point in M.

Clearly, Theorem 2 includes Theorem 1(st), to which it reduces when b = 1.
The reciprocal inclusion also holds (cf. Park and Bae [24]). Summing up, Theorem
2 is but a logical equivalent of Theorem 1(st). (For a different proof of this, we
refer to Section 4 below).

On the other hand, in the 2005 paper by Turinici [38] the following fixed point
result was established. Call the function ¢ : Ry — Ry, right locally bounded from
above at v € R4 when

(d1) supc([a, 0]) < o0, for some = f(a) > a.

If this holds for each o € R4, we say that ¢ is right locally bounded from above (on
R, ). Further, let us say that H : R2 — Ry is locally bounded (above) in case: the
image of each bounded part in R% is bounded (in R).

Theorem 3. Let the right locally bounded from above (on Ri) c¢: Ry — Ry and
the locally bounded (above) H : R — R, be such that

(le) d(x, Tx) < H(c(p(x)), c(p(Tx)))[p(x) — p(Tx)], Vo € M.
Then, conclusions of Theorem 2 are retainable.

This result extends the one in Bae, Cho and Yeom [1]; see also Bae [3]. But,

as precise there, all these extend Theorem 1(st); hence, so does Theorem 3. (In
fact, a direct verification is available, via ¢ = 1, H = 1). The converse inclusion is
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also true, by the provided proof; wherefrom Theorem 3 is a logical equivalent of
Theorem 1(st). For a technical extension of such facts we refer to Section 4.

Further, in Section 5, we show that our developments include as well the fixed
point statement (comparable with Theorem 1(ex)) due to Feng and Liu [13]. And
in Section 6, some extensions of Theorem 1 are given, in terms of maximality
principles over metrical structures comparable with the 1976 Brezis-Browder’s [8].
In fact, the obtained statements are extendable beyond the metrizable context; we
shall discuss them elsewhere.

2. SEMI-NORMAL FUNCTIONS

(A) Let b: Ry — R4 be a semi-normal function (cf. (bl)). In particular, it is
Riemann integrable on each compact interval of Ry and

/qb@)de:(q—p) / bp+rlg—p)dr, 0<p<q<oo.  (21)

Some basic facts involving the couple (b, B) (where the primitive B : Ry — Ry is
the one of (cl)) are being collected in

Lemma 1. The following are valid

(i) sb(t+s) < B(t+s)— B(t) < sb(t), Vt,s € Ry

(i) B is a topological order isomorphism from [0, 00| to [0, B(c0)[; hence so is
B~ (between [0, B(oo)[ and [0, 00[)

(ii) B is almost concave: t+ [B(t + s) — B(t)] is decreasing on Ry, Vs € Ry

(iv) B is concave: B(t+ A(s —1t)) > (1 = X\)B(t) + AB(s), for all t,s € Ry with
t<sand all X € [0,1]

(v) B is sub-additive and B~ is super-additive.

The proof is evident, by (2.1) above; so, we do not give details. Note that iii) and
iv) are equivalent to each other, under ii). This follows from the (non-differential)
mean value theorem in Bantag and Turinici [5].

(B) Now, let b : R — R4 be a normal function (cf. (bl)4(cl)); note that, in
such a case

B and B~! are topological order isomorphisms of R, (2.2)

Further, let (M, d) be a metric space; and I' : M — R, some function with

(2a) |I'(z) —T'(y)| < d(x,y), Ve,y € M (non-expansiveness).
Given the function ¢ : M — R4 let us attach it the function ¢ = ¢(B,T;¢) from
M to Ry as

(a2) ¥(z) = B'B(I(2)) + (p(z) — ¢s)] = T(z), z€ M.
(Here, by convention, p. = inf[p(M)]). This may be viewed as an “explicit”
formula; its “implicit” version is given as

(b2) o(z) = ¢u + [BI'(x) + ¢(z)) — B(L(x))], xe M.
The definition is consistent, via (2.2); moreover, ¢ is d-1sc if and only if ¥ is d-lsc.
The following variational completion of these is available.
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Lemma 2. Under these conventions,
b(I'(2))d(z,y) < o(x) — ¢(y) = d(z,y) < P(x) —P(y). (2.3)

Proof. Let the points x,y € M be as in the premise of this implication. By
Lemma 1(i) and the implicit formula (b2), this gives B(I'(z)+d(z,y)) — B(I'(z)) <
(B(T(2)+(x)) — BT ()] - [BT(y)+(y))— BT(y))]; or equivalently (by a simple
re-arrangement) B(L(z) +d(z, ) + B(L(y) + () - BI(y)) < B(T(z) + (x)).
On the other hand, (2a) yields I'(x)+d(x,y) > I'(y); so, by Lemma 1(iii): B(T'(x)+
d(z,y) + () — BIO@) + d(z,y)) < BI(y) + () — BI(y)). A simple combi-
nation with the previous relation gives B(I'(z) + d(z,y) + ¥(y)) < B(I'(z) + ¢ (x)).
It suffices now taking (2.2) into account to get the desired conclusion. (]

In particular, the nonexpansivity condition (2a) holds under

(c2) T'(z) =d(a,x), ©€ M, forsomeac M.
In such a case, Lemma 2 includes directly the statement in Park and Bae [24].
Further aspects may be found in Suzuki [30]; see also Turinici [37].

3. RAY-WALKER STATEMENTS

Let (M,d) be a complete metric space; and ¢ : M — R4 be a d-1sc function
(cf. (1a)). Further, let b: Ry — R4 be semi-normal (in the sense of (bl)); and
I': M — Ry be nonexpansive (cf. (2a)). Given the selfmap T : M — M, we
are interested in establishing sufficient conditions under which (1.1) or (1.2) be
retainable. There are two possible answers, according to the normality condition
being or not fulfilled.

(A) The former of these requires the normality setting (of (c1)).

Theorem 4. Assume that b is normal and

(3a) b(T'(x))d(z,Tx) < p(x) —p(Tx), for eachxz € M.
Then, T is strongly fp-admissible (Fix(T) = Per(T) # 0); hence fp-admissible
(Fix(T) # 0).

Proof. Let ¢ = (B, T; ) stand for the associated (to ¢) function. By the remarks
in Section 2, % is d-1sc too. On the other hand, (3a) and Lemma 2 give (1b) (modulo
1). This shows that Theorem 1 applies to (M, d) and 1; wherefrom, the desired
conclusion is clear. O

As in Theorem 1, we have a couple of fixed point statements under this formula-
tion; referred to as Theorem 4(ex) and Theorem 4(st). Clearly, Theorem 4 includes
Theorem 1 (for b = 1). The reciprocal is also valid, by the argument above. Hence,
this result is nothing but a logical equivalent of Theorem 1. On the other hand,
when T is taken as in (¢2), Theorem 4(st) is just Theorem 2 above. Further aspects
may be found in Zhong, Zhu and Zhao [41]; see also Lin and Du [20].

(B) Another answer to the same is to be stated in the original semi-normality
setting (with (c1) not accepted). Roughly speaking, this is to be obtained via
“surrogates” of (cl); like, e.g.,
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(3b) there exists a € M with I'(a) = 0, ¢(a) — . < B(o0).
(Here, as already precise, ¢, := inf[p(M))]).

Theorem 5. Assume that b is semi-normal and (3a)+(3b) hold. Then T has at
least one fixed point in M.

Proof. Without loss, one may assume @(a) > @.; because p(a) = ¢, gives (by
(3a)) a € Fix(T). Denote M, = {x € M;B(I'(z)) < p(a) — ¢(z)}. Clearly, M,
is nonempty closed (by the assumptions about ¢ and the continuity of {B,T'}).
Further, take some arbitrary fixed « € M,. By Lemma 1(i) and the choice of T’
one gets (via (3a))

B(I'(Txz)) < B('(z) + d(x, Tx)) — B(I'(x)) + B(I'(x)) <

b(I'(z))d(z, Tx) + B(I'(z)) < ¢(z) — o(Tx) + ¢(a) — p(z) = p(a) — o(Tx).
This shows that Tz € M,; hence M, is T-invariant. In addition (for each x € M,)
B(I'(z)) < ¢(a) — ¢.; wherefrom (cf. (3b)) I'(z) < p:= B~ (p(a) — ¢«). This (by
(b1)) gives b(I'(z)) > b(p) > 0; hence (again by (3a)) we finally derive (1b) over
M, (modulo x(.) := ¢(.)/b(p)). Summing up, Theorem 1(st) applies to (M,,d)
and y; wherefrom, the desired conclusion is clear. O

Now, Theorem 5 includes Theorem 1(st) (for b =1 and I" as in (¢2)). The recip-
rocal is also true, by the argument above; hence, Theorem 5 is a logical equivalent
of Theorem 1(st). Combining with a preceding fact, one therefore derives that
Theorem 4(st) includes Theorem 5. Concerning this aspect, note that the function
b: Ry — Ry given as (for some A < —1)

b(t) =1,t €[0,1[; b(t) =t t € [1,00]

is semi-normal; but not normal. Hence, this inclusion is not obtainable in a direct
way. Further technical aspects may be found in Turinici [36]; see also Jachymski
[16].

4. BCY APPROACHES

Let again (M,d) be a complete metric space; and ¢ : M — R be some d-lsc
function. Given the self-map T : M — M, the “dual” way of getting (1.2) is by
using contractivity condition like in Theorem 3. A natural extension of these is as
below. Let H : Ri — R, be a mapping. We say that the function ¢ : Ry — Ry
is right locally H-proper at a € Ry if there exists § = B(a) > « and a strictly
increasing continuous function h : [, 3] — R4 with

h(t) — h(s)

(ad) H(c(t),c(s)) < — s when a < s <t <f.

If « € Ry is generic in such a convention, we say that ¢ is right locally H-proper
(on Ry). Assume that (H,c) is endowed with this last property. The following
fixed point result is available.

Theorem 6. Let the contractivity condition (1e) be true. Then, T' has at least one
fized point in M.
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Proof. If p(y) < ¢(Ty) for some y € M then (le) gives d(y,Ty) = 0; wherefrom
y = Ty. So, without loss, one may assume that

(4a) p(z) > p(Tx) > ¢s, for each z € M;
where, as usually, ¢, = inf[o(M)]. By the right local H-properness of ¢ at ., there
must be some [ > ¢, and a strictly increasing continuous function h : [p., 8] — Ry
in such a way that (ad) is retainable (with a@ = ¢,). Take some zg € M with
o(xg) < B (possibly, by the choice of 3); and put My = {z € M : p(z) < p(zo)}.
This is a nonempty part of M (since it contains zp); which, in addition, is closed
(by the choice of ) and T-invariant (from (4a)). Further, define the function (from
My to Ry) ¥(x) = h(p(x)),z € My; it is d-lsc over My, by the d-lsc property of
¢ and the choice of h. Finally, (le) yields (via (ad)+(4a)) the evaluation (1b)
on My (modulo ¢). Summing up, Theorem 1(st) is applicable to (My,d) and ;
wherefrom, the conclusion is clear. 1

Now, Theorem 6 includes Theorem 1(st), to which it reduces when H = 1,
¢ = 1. The reciprocal inclusion also holds, by the argument above. Summing up,
Theorem 6 is logically equivalent with Theorem 1(st); hence to Theorem 3 as well.
Concerning this last aspect, note that Theorem 6 includes directly Theorem 3 (by
taking h as a linear function). However, the reciprocal inclusion is not “easily”
obtainable. In fact, let us consider the choice H(t,s) = min{t,s}, t,s € Ry; as
well as (for 0 < A < 1)

c(0) =1; ¢(t) =t for each ¢t > 0.

Clearly, c¢ is right locally H-proper at origin [just take (as attached function)
h(t) = (1/(1 — X\))t*=*,t € Ry]; hence, right locally H-proper (on R.); where-
from, Theorem 6 works here. On the other hand, Theorem 3 is not (directly)
applicable when ¢, = 0; hence the claim.

Finally, combining this with the construction of Theorem 4, we may state a
“hybrid” fixed point result as follows. In addition to (H,c) (subject to the precise
conditions) take a couple (b,I'); where b: Ry — R, is normal (cf. (b1l)4(cl)) and
I': M — Ry is nonexpansive (according to (2a)).

Theorem 7. Let the above data be such that
(4b) b(I'(2))d(z,Tz) < H(c(p(x)), c(p(Tx)))p(x) — o(Tx)], Voe M.
Then, T has at least one fixed point in M.

Proof. (Sketch) By the same way as in Theorem 6, we get (3a) over My (modulo
1); wherefrom, all is clear (via Theorem 4(st)). O

This result extends Theorem 6; hence, Theorem 1(st) as well. On the other
hand, Theorem 7 follows from Theorem 1(st); because, so does Theorem 4(st).
Summing up, Theorem 7 is but a logical equivalent of Theorem 1(st); note that
this conclusion also includes the fixed point statement in Suzuki [31]. Further, we
may ask whether the construction in Theorem 5 may be used as well in deriving a
fixed point result extending Theorem 6. The answer is positive; further aspects will
be delineated elsewhere. Some extensions of the obtained facts to multivalued maps
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T : M — P(M) are immediate; note that, in such a way, one extends the fixed
point results in Mizoguchi and Takahashi [22]; see also Petrugel and Sintamarian

[27].

5. FL RESULTS

Let (M, d) be a complete metric space; and ¢ : M — Ry, some d-1sc function
(cf. (1a)). Further, let T': M — M be a selfmap of M. In the 2006 paper by Feng
and Liu [13], an interesting fixed point result (comparable with Theorem 1) was
established. Let G : Ry — Ry be a function with

(ab) G is continuous, increasing, subadditive and G~1(0) = {0};
it will be referred to as a Feng-Liu function. Clearly, G(co) > 0, in view of (ab)
(the last part). We also note the useful property
for each ¢ > 0 there exists § > 0 such that G(7) < = 7 < e. (5.1)

For, if this fails, there must be an € > 0 such that: for each § > 0, there exists
T = 7(0) > ¢ with G(7) < ¢. But then (as G is increasing) we necessarily have
G(e) = 0, contradiction; hence the claim.

Theorem 8. Suppose that some Feng-Liu function G may be found with
(5a) G(d(z,Tx)) < p(x) —o(Tx), for allz € M.
Then, conclusions of Theorem 1 are retainable.
This result includes Theorem 1 for G = 1. (In fact, it rephrases the 1998 one in

Jachymski [15]; we do not give details). But, the reciprocal is also true; this will
follow from the

Proof. (of Theorem 8) Denote for simplicity e(x,y) = G(d(z,y)),z,y € M. This
is a metric over M, by the imposed (upon G) properties. Moreover, by (5.1), we
have the generic equivalencies

(for each sequence (x,,)): d-Cauchy <= e-Cauchy (5.2)

(for each (z,) and z): =z, —%, 2 if and only if z,, — z. (5.3)

In particular, this shows that (M, e) is complete and ¢ is e-Isc, if we take into
account the conditions of Theorem 8. This, added to (5a), tells us that Theorem 1
is applicable to (M, e) and ¢; hence the conclusion. [

Summing up, Theorem 8 is but a logical equivalent of Theorem 1. Further
technical aspects may be found in Jachymski [15], Petrugel [26], Birsan [6] and
Rozoveanu [29]; see also Kada, Suzuki and Takahashi [17].
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6. ALMOST METRICAL EXTENSIONS

(A) Let M be a nonempty set; and (<), some quasi-order (i.e.: reflexive and
transitive relation) over it. By a pseudometric on M we shall mean any map
e: M x M — Ri. If, in addition, e is reflezive [e(z,z) = 0,Vx € M], triangular
le(z,2) < e(z,y) + ey, z),Vo,y,z € M| and sufficient [e(x,y) = 0 implies z = y],
we say that it is an almost metric (over M). Suppose that we fixed such an object.
Call z € M, (<)-mazimal, in case: w € M and z < w imply z = w. Existence
results involving such points may be viewed as (almost) “metrical” versions of the
Zorn-Bourbaki maximality principle [7]. To state one of these, one may proceed as
below. Call the ascending sequence (z,,) in M, e- Cauchy when: V§ > 0, 3In(d), such
that n(d) < p < g = e(xp, z4) < J; and e-asymptotic, provided: e(zy, Tny1) — 0,
as n — oo. Clearly, each (ascending) e-Cauchy sequence is e-asymptotic too.
The reciprocal is also true when all such sequences are involved; i.e., the global
conditions below are equivalent each other:

(6a) each ascending sequence is e-Cauchy
(6b) each ascending sequence is e-asymptotic.

Either of these will be referred to as: (M, <) is regular (modulo e). The following
answer to the posed question obtained in Turinici [34] is available.

Proposition 1. Assume that (M, <) is reqular (modulo e) and
(6¢) (M, <) is sequentially inductive:
each ascending sequence is bounded above (modulo (<)).
Then, for each u € M there exists a (<)-mazimal v € M with u < v.

Note that the non-sufficient version of this result extends the Brezis-Browder
ordering principle [8]. Further statements in the area were obtained in Altman [1]
and Anisiu [2]; see also Kang and Park [18]. However, all these are (mutually)
equivalent; see Turinici [35] for details.

(B) A basic application of these facts may be given along the following lines. Let
(M, e) be an almost metric space; and ¢ : M — R be a function. The regularity
condition below is considered

(6d) (e, ¢) is descending complete: for each e-Cauchy sequence (x,,) with

(¢(x,,)) descending there exists z € M in such a way that z,, —— x and
plen) = p(x), Vn.

Theorem 9. Let the precise condition be admitted; and let T : M — M be a
selfmap with the property (1b). Then, (1.1) is retainable in the stronger sense: for
each w € M there exists v = v(u) in Fix(T) = Per(T') with

e(u,v) < p(u) —(v) (hence p(u) > ¢(v)) (6.1)
x € M,e(v,z) < o(v) —p(r) = v=u1. (6.2)

Proof. Let (<) stand for the order (i.e.: antisymmetric quasi-order) given by (al)
(modulo e). We claim that Proposition 1 applies for (M, <;e); wherefrom, all is
clear. Let (z,) be an ascending sequence in M
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(6e) e(xn, zm) < @(xn) — @(zy), whenever n < m.
The sequence (¢(z,,)) is descending in Ry ; hence a Cauchy one. As a consequence,
(xy,) is e-Cauchy; wherefrom (M, <) is regular (modulo e). Putting these together
there must be (via (6d)) some y € M with x, — y and @(z,,) > @(y), for all n.
Fix some rank n. By (6e) and the triangular property of e,

e(@n,y) < e(xn, Tm) + e(Tm,y) < P(@n) = o(Tm) + e(zm, y), Ym > n.

This, by the relation above, yields (passing to limit as m — o0)
(T, y) < @(an) —limp(rn) < (o) —e(y) (e z, <y).

As n was arbitrarily chosen, y is an upper bound of (z,,) in M; which tells us that
(M, <) is sequentially inductive; hence the claim. O

Now, the regularity condition (6d) holds whenever (M, e) is complete and
(6f) ¢ is descending e-lsc: @(zy,) > ¢(z) for all n, whenever (p(zy,)) is
descending and z,, — .
In particular, (6f) holds when ¢ is e-Isc. Note that, in such a case, Theorem 9 is
just the fixed point statement in Caristi and Kirk [10] (Theorem 1). Some related
aspects may be found in Isac [14] and Nemeth [23].
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