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A NOTE ON THE REVERSIBILITY OF THE ELEMENTARY

CELLULAR AUTOMATON WITH RULE NUMBER 90

A. MARTÍN DEL REY

Abstract. The reversibility properties of the elementary cellular automaton

with rule number 90 are studied. It is shown that the cellular automaton con-
sidered is not reversible when periodic boundary conditions are considered,

whereas when null boundary conditions are stated, the reversibility appears

when the number of cells of the cellular space is even. The DETGTRI algo-
rithm is used to prove these statements. Moreover, the explicit expressions of

inverse cellular automata of reversible ones are computed.

1. Introduction

Cellular automata are simple models of computation capable to simulate phys-
ical, biological or environmental complex phenomena (see, for example, [19, 30]).
This concept was introduced by J. von Neumann and S. Ulam in the late 1940s (see
[17]), their motivation being to obtain a better formal understanding of biological
systems that are composed of many identical objects that are relatively simple.
The local interactions of these objects yield the pattern evolution of the cellular
automata. Cellular automata have been studied from a dynamical system per-
spective, from a logic, automata and language theoretic perspective, and through
ergodic theory.

Roughly speaking, a cellular automaton consists of a discrete spatial lattice
of sites called cells, each one endowed at each time with a state belonging to a
finite state set. The state of each cell is updated in discrete time steps according
to a local transition function which depends on the states of the cells in some
neighborhood around it. As the lattice is finite some type of boundary conditions
must be imposed: usually null and periodic boundary conditions are considered.

Of special interest are those cellular automata for which the state set is F2 and
the local transition function is a 3-variable boolean function whose variables are the
states of the main cell and its two nearest neighbors (see, for example, [29]). They

are called elementary cellular automata, and consequently there exist 223

= 256 of
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them. This type of cellular automata is very interesting since over the last decades
several works related to their applications to cryptography have appeared (see, for
example, [1, 12, 16, 22, 24, 26, 27, 28]).

Reversibility is an important property of cellular automata which implies that
information can be neither created nor destroyed. A cellular automaton is said
to be reversible when the evolution backwards is possible by means of the inverse
cellular automata (see [25]). This property has been extensively studied in several
works (see, for example, [2, 4, 5, 15, 18, 20, 23]). The majority of these works deal
with the reversibility properties and their characterizations, and, unfortunately,
there are few papers dedicated to the explicit computation of the inverse rules of
reversible cellular automata ([11, 14, 21]).

The goal of this paper is to study the reversibility properties of one of the most
important elementary cellular automata due to its applications to cryptography:
the elementary cellular automata with rule number 90 (see [8]). It is well-known
that the reversibility of this cellular automaton depends on the number of the
cells ([3]), but the explicit computation of the inverse cellular automaton has not
been done. In this paper, we introduce an alternative proof of the conditions for
reversibility using the DETGTRI algorithm, and the novel explicit calculation of
the inverse cellular automata is also shown.

The rest of the paper is organized as follows: In section 2 the basic theory of
elementary cellular automata is introduced; in section 3 the problem of the re-
versibility of elementary cellular automaton with rule number 90 is shown, and
finally some considerations about the reversibility of linear elementary cellular au-
tomata are presented in section 4.

2. Elementary cellular automata

2.1. Basic theory. Elementary cellular automata (ECA for short) are finite state
machines formed by n memory units called cells that are arranged linearly, in such
a way that each cell assumes a state from the finite state set F2 at every time
step. The state of the ith cell at time t is denoted by xti ∈ F2, and it changes
synchronously in discrete time steps according to a local transition function f .
This function is a 3-variable boolean function whose variables are the previous
states of the three nearest neighbor cells, that is:

f : F3
2 → F2(

xti−1, x
t
i, x

t
i+1

)
7→ xt+1

i = f
(
xti−1, x

t
i, x

t
i+1

)
for every 1 ≤ i ≤ n. As a consequence, there exist 223

= 256 possible elementary
cellular automata, each of which can be indexed by a rule number w which is
computed as follows (see, for example, [30]):

0 ≤ w =

7∑
i=0

αi · 2i ≤ 255,
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REVERSIBILITY OF ECA WITH RULE NUMBER 90 109

where the truth table of the boolean function f is:

sti−1 sti sti+1 7→ st+1
i

0 0 0 7→ α0

0 0 1 7→ α1

0 1 0 7→ α2

0 1 1 7→ α3

1 0 0 7→ α4

1 0 1 7→ α5

1 1 0 7→ α6

1 1 1 7→ α7

As the number of cells is finite, some boundary conditions must be stated in
order to preserve the well-defined evolution of the cellular automata. Periodic
boundary conditions and null boundary conditions are usually considered. They
are defined as follows:

• With periodic boundary conditions the cells are handled with a toroidal
arrangement (when one goes off the left, one comes in on the right), that
is: xti = xtj if i ≡ j (modn) for every t.

• If null boundary conditions are used the cells beyond each end are modified
to maintain state 0 at every step of time: xti = 0 for every t if i < 1 or
i > n.

The n-dimensional vector Xt = (xt1, . . . , x
t
n) ∈ Fn

2 is called a configuration of
the elementary cellular automaton at time t. The whole evolution of a particular
cellular automaton can be comprised in its global transition function:

Φ: Fn
2 → Fn

2

Xt 7→ Φ
(
Xt
)

= Xt+1.

When the local transition function is a linear function:

xt+1
i = f

(
xti−1, x

t
i, x

t
i+1

)
= b · xti−1 ⊕ d · xti ⊕ a · xti+1, b, d, a ∈ F2,

the cellular automaton is called a linear cellular automaton (note that “⊕” stands
for the XOR operation, that is, the addition in F2). In this case, the evolution given
by the global transition function can be interpreted in terms of matrix theory:

Xt+1 = Φ
(
Xt
)

= Mn · (Xt)T ,

where

Mn =



d a 0 · · · 0 β

b d a
. . . 0

0 b
. . .

. . .
. . .

...
...

. . .
. . .

. . . a 0

0
. . . b d a

α 0 · · · 0 b d


,
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is the local transition matrix of the cellular automaton and the arithmetic is per-
formed modulo 2, where:

β =

{
b, if periodic boundary conditions are stated,

0, if null boundary conditions are considered,

α =

{
a, if periodic boundary conditions are stated,

0, if null boundary conditions are considered.

The graphic representation of the evolution of an elementary cellular automata,
provided by its global transition function, is done by means of both the state
transition diagram and the space-time diagram. The state transition diagram is a
digraph with each configuration of the CA as a vertex and directed edges showing
their progression under the global function, i.e. there is an edge between vertex u
and vertex v if Φ (X) = Y , where X stands for the configuration associated with u
and Y is the configuration associated with v. The space-time diagram is a graphic
diagram where the configurations are drawn as horizontal rows of states and the
values 0 and 1 are depicted by white and black pixels respectively; the topmost
row stands for the initial configuration and the time increases downwards.

A local transition function is called reversible if there exists another rule (called
the inverse rule) that makes the automaton retrace its computation steps backwards
in time. A cellular automaton is said to be reversible if it is defined by means of
a reversible transition rule. The global transition function of a reversible cellular
automata is bijective; consequently, if Φ is such a global transition function, then
Φ−1 is the global transition function of the inverse cellular automata. Moreover,
the following result holds ([3]):

Lemma 2.1. In the case of linear cellular automata the study of the reversibility
can be reduced to the study of the local transition matrix: a linear cellular automaton
is reversible iff its local transition matrix is non-singular.

The reversibility of a cellular automaton determines the state transition diagram:
there are no trees in the state transition diagrams of a reversible cellular automaton;
in particular, an elementary cellular automaton exhibits reversibility when every
configuration (node) has exactly one predecessor.

The standard paradigm for cellular automata states that the evolution of all cells
is governed by the same local transition function. Nevertheless, when different local
transition rules are considered for different cells, hybrid cellular automata are given:

fi : F3
2 → F2(

xti−1, x
t
i, x

t
i+1

)
7→ xt+1

i = fi
(
xti−1, x

t
i, x

t
i+1

)
for 1 ≤ i ≤ n. The hybrid cellular automata obtained from an ECA rule is denoted
by {w1, w2, . . . , wn}, where wi stands for the rule number associated with the ECA
with transition rule function fi.
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2.2. The ECA with rule number 90. The ECA with rule number 90 is the one
defined by the following local transition function:

xt+1
i = f

(
xti−1, x

t
i, x

t
i+1

)
= xti−1 ⊕ xti+1.

Note that this is a linear cellular automaton and its global transition function can
be defined in terms of matrices (where, as was mentioned in the last section, the
arithmetic is performed modulo 2):

Xt+1 = Φ
(
Xt
)

= Mn ·
(
Xt
)T
,

and Mn is the local transition matrix:

Mn =



0 1 0 · · · · · · 0

1 0 1
. . .

...

0 1 0
. . .

. . .
...

...
. . .

. . .
. . .

. . . 0
...

. . .
. . . 0 1

0 · · · · · · 0 1 0


, (2.1)

for null boundary conditions, and

Mn =



0 1 0 · · · 0 1

1 0 1
. . . 0

0 1 0
. . .

. . .
...

...
. . .

. . .
. . .

. . . 0

0
. . .

. . . 0 1
1 0 · · · 0 1 0


(2.2)

when periodic boundary conditions are stated.
All elementary cellular automata are categorized into four classes (see [30]) tak-

ing into account the behavior: the cellular automata of Class I exhibit trivial
behavior, the cellular automata of Class II demonstrate behavior that quickly be-
comes stable or oscillatory, Class III comprises those elementary cellular automata
that exhibit chaotic behavior, and finally the behavior of elementary cellular au-
tomata belonging to Class IV may eventually become stable but contains nested
structures that interact in complex ways. The rule number 90 defines a Class IV
cellular automata. This behavior can be viewed in Figure 1 and Figure 2, where
the space-time diagrams are shown with different initial and boundary conditions.

As is mentioned in Section 1, elementary cellular automata can be applied to the
design of cryptographic protocols. Particularly, the elementary cellular automaton
with rule number 90 is usually used with the elementary cellular automata with
rule number 150 in order to produce hybrid cellular automata that have good
pseudorandom properties (see, for example, [9, 10]).
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112 A. MARTÍN DEL REY

(a) (b)

Figure 1. Space-time diagrams of elementary cellular automata
with rule number 90, null boundary conditions and n = 50. (a)
The initial configuration is given by only one cell endowed with
state 1. (b) The initial configuration is defined at random. Both
diagrams have been computed using the computer algebra system
Mathematica (version 9.0).

(a) (b)

Figure 2. Space-time diagrams of elementary cellular automata
with rule number 90, periodic boundary conditions and n = 50.
(a) The initial configuration is given by only one cell endowed with
state 1. (b) The initial configuration is defined at random. Both
diagrams have been computed using the computer algebra system
Mathematica (version 9.0).

3. The reversibility

3.1. The influence of the cellular space. In what follows it is shown that the
reversibility depends on the boundary conditions stated and the number of cells of
the cellular space (see Figure 3 and Figure 4). Note that for n = 4 (Figure 3) the
ECA with rule number 90 is reversible since each node has exactly one predecessor.
This fact does not occur when n = 7 (Figure 4-(a)): the transition diagram of the
ECA with rule number 90 exhibits trees and, consequently, is not reversible.
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REVERSIBILITY OF ECA WITH RULE NUMBER 90 113

The main result about the reversibility of this ECA is based on the DETGTRI
algorithm proposed by El-Mikkawy in [6, 7], and devoted to compute the determi-
nant of an n-th order tri-diagonal matrix:

T =



d1 a1 0 · · · · · · 0

b2 d2 a2
. . .

...

0 b3 d3
. . .

. . .
...

...
. . .

. . .
. . .

. . . 0
...

. . .
. . . dn−1 an−1

0 · · · · · · 0 bn dn


,

This algorithm is as follows: set

ci =

{
d1, if i = 1

di − ai−1bi
ci−1

, if 2 ≤ i ≤ n

for 1 ≤ i ≤ n, then:

(1) Compute the parameters c1, . . . , cn taking into account the following con-
dition: If ci = 0 for any i, set ci = x and continue to compute ci+1, ci+2, . . .
in terms of the variable x.

(2) Compute the following polynomial in the variable x:

P (x) =

n∏
i=1

ci,

and evaluate P (0); the result is the determinant of the tri-diagonal matrix,
that is, det (T ) = P (0).

Taking into account this previous result, the following holds:

Proposition 3.1. The elementary cellular automaton with rule number 90 satisfies
the following:

(a) If null boundary conditions are considered, it is reversible if and only if the
number of cells of the cellular space is even.

(b) If periodic boundary conditions are taken into account, it is irreversible.

Proof. (a) A simple calculus based on the DETGTRI algorithm shows that:

ci =

{
x, if i is odd

− 1
x , if i is even

for 1 ≤ i ≤ n. Then

P (x) =

n∏
i=1

ci =

{
(−1)

n
2 , if n is even

(−1)
n−1
2 x, if n is odd
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Figure 3. State transition diagram of elementary cellular au-
tomaton with rule number 90, null boundary conditions and n = 4.
Each configuration of the ECA stands for a node of the transition
diagram an each of them is labelled by the number whose binary
code is given by the configuration

(a) (b)

Figure 4. Irreversible elementary cellular automaton with rule
number 90 and null boundary conditions. (a) State transition
diagram for n = 7. (b) Space-time diagram for n = 49.

and consequently using the arithmetic modulus 2, we get:

det (Mn) = P (0) =

{
1, if n is even

0, if n is odd

thus finishing.
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REVERSIBILITY OF ECA WITH RULE NUMBER 90 115

(b) The local transition matrix of the ECA with rule number 90 and periodic
boundary conditions is given in equation (2.2), and it is a singular matrix (taking
into account the arithmetic modulo 2) since the first row is equal to the XOR
sum of the rest of n − 1 rows. Consequently, det (Mn) = 0 for every n and the
elementary cellular automaton is not reversible. �

3.2. Computation of the inverse cellular automata. In this section the in-
verse cellular automata of reversible elementary cellular automata are explicitly
defined in terms of their local transition matrices. In this sense, the following
result holds:

Theorem 3.2. The inverse cellular automaton of the elementary cellular automa-
ton with rule number 90 (and endowed with null boundary conditions) is defined by
the following local transition matrix:

Q =



A B B
(n−4

2 )
· · · B

BT A B
. . .

...

BT BT A
. . . B

...
. . .

. . .
. . . B

BT
(n−4

2 )
· · · BT BT A


,

where

A =

(
0 1
1 0

)
, B =

(
0 1
0 0

)
.

Proof. The local transition matrix of the ECA with rule number 90 and null bound-
ary conditions is given in equation (2.1) and it can be expressed as the following
block matrix:

M =



A BT O
(m−2)
· · · O

B A BT . . .
...

O B A
. . . O

...
. . .

. . .
. . . BT

O
(m−2)
· · · O B A


,

where m = n
2 , and the following relations holds:

A2 = Id, B2 = 0,

A ·B = BT ·A = BT ·B =

(
0 0
0 1

)
,

A ·BT = B ·A =

(
1 0
0 0

)
.
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Then,

M ·Q =


R11 R12 · · · R1m

R21 R22 · · · R2m

...
...

. . .
...

Rm1 Rm2 · · · Rmm

 ,

with

Rij =

m⊕
k=1

Mik ·Qkj ,

where Mik is the (i, k) block-coefficient of the matrix M , and Qkj is the (k, j) block-
coefficient of the matrix Q. Now, we compute the coefficients Rij considering some
cases:

(1) The diagonal coefficients are all equal to the identity matrix:

Rii =

m⊕
k=1

Mik ·Qki

= 0 ·B ⊕ (i−2). . . ⊕ 0 ·B ⊕B2 ⊕A2 ⊕
(
BT
)2 ⊕ 0 ·BT ⊕ (m−i−1). . . ⊕ 0 ·BT

= B2 ⊕A2 ⊕
(
BT
)2

= 0⊕ Id⊕ 0 = Id,

for 1 ≤ i ≤ m.
(2) In order to compute the coefficients Rij , with 1 ≤ i < j ≤ m, we distinguish

the following cases:
i. Set i = 1 and 2 ≤ j ≤ m− 1. Then:

R1j = A ·B ⊕


BT ·A⊕

⊕m−2
k=1 0 ·BT , if j = i+ 1,

BT ·B ⊕ 0 ·A⊕
⊕m−3

k=1 0 ·BT , if j = i+ 2,

BT ·B ⊕
⊕j−3

k=1 0 ·B ⊕ 0 ·A⊕
⊕m−j

k=1 0 ·BT , if j > i+ 2.

A simple computation shows that R1j = 0 for 2 ≤ j ≤ m− 1.
ii. Set i = 1 and j = n/2. Then:

R1m = A ·B ⊕BT ·B ⊕
m−3⊕
k=1

0 ·B ⊕ 0 ·A = 0.

iii. Set i = 2 and 2 ≤ j ≤ m− 1 with i < j. Then:

R2j = B ·B ⊕A ·B

⊕


BT ·A⊕

⊕m−3
k=1 0 ·BT , if j = 3

BT ·B ⊕ 0 ·A⊕
⊕m−4

k=1 0 ·BT , if j = 4

BT ·B ⊕
⊕j−4

k=1 0 ·B ⊕ 0 ·A⊕
⊕m−j

k=1 0 ·BT , if j > 4

= 0.

iv. Set i = 2 and j = m. Then:

R2m = B ·B ⊕A ·B ⊕BT ·B ⊕
m−4⊕
k=1

0 ·B ⊕ 0 ·A = 0.
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REVERSIBILITY OF ECA WITH RULE NUMBER 90 117

v. Suppose that 3 ≤ i ≤ m− 2 and 2 ≤ j ≤ m− 1. Then:

Rij =

i−2⊕
k=1

0 ·B ⊕B ·B ⊕A ·B

⊕


BT ·A⊕

⊕m−i−1
k=1 0 ·BT , if j = i+ 1

BT ·B ⊕ 0 ·A⊕
⊕m−i−2

k=1 0 ·BT , if j = i+ 2

BT ·B ⊕
⊕j−i−2

k=1 0 ·B ⊕ 0 ·A⊕
⊕m−j

k=1 0 ·BT , if j > i+ 2

= 0.

vi. Set i = m− 1, and j = m. Then:

Rn/2−1,n/2 =

m−3⊕
k=1

0 ·B ⊕B ·B ⊕A ·B ⊕BT ·A = 0.

(3) The computation of the coefficients Rij with i > j is similar to the previous
one and for the sake of simplicity we will avoid these calculations.

As a consequence

M ·Q =


Id O · · · O

O Id
. . .

...
...

. . .
. . . O

O · · · O Id

 = Id.

In a similar way it is proved that Q ·M = Id, thus finishing. �

3.3. An example. As is shown in the last subsections, the elementary cellular
automaton with rule number 90, null boundary conditions, and n = 10 cells is
reversible. Its local transition matrix is

M =



0 1 0 0 0 0 0 0 0 0
1 0 1 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0 0
0 0 1 0 1 0 0 0 0 0
0 0 0 1 0 1 0 0 0 0
0 0 0 0 1 0 1 0 0 0
0 0 0 0 0 1 0 1 0 0
0 0 0 0 0 0 1 0 1 0
0 0 0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 0 1 0


,
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and the local transition matrix of its inverse cellular automata is given by:

Q =



0 1 0 1 0 1 0 1 0 1
1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 1 0 1 0 1
1 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 1 0 1
1 0 1 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 1
1 0 1 0 1 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1
1 0 1 0 1 0 1 0 1 0


.

The inverse cellular automaton is a hybrid cellular automaton defined by the fol-
lowing local transition rules:

f1 (x1, . . . , x10) = x2 ⊕ x4 ⊕ x6 ⊕ x8 ⊕ x10,

f2 (x1, . . . , x10) = x1,

f3 (x1, . . . , x10) = x4 ⊕ x6 ⊕ x8 ⊕ x10,

f4 (x1, . . . , x10) = x1 ⊕ x3,

f5 (x1, . . . , x10) = x6 ⊕ x8 ⊕ x10,

f6 (x1, . . . , x10) = x1 ⊕ x3 ⊕ x5,

f7 (x1, . . . , x10) = x8 ⊕ x10,

f8 (x1, . . . , x10) = x1 ⊕ x3 ⊕ x5 ⊕ x7,

f9 (x1, . . . , x10) = x10,

f10 (x1, . . . , x10) = x1 ⊕ x3 ⊕ x5 ⊕ x7 ⊕ x9.

3.4. Experimental deduction of the matrix Q. The explicit expression of the
matrix Q (the local transition matrix of the inverse cellular automaton of ECA with
rule number 90) was initially obtained by an experimental study using the com-
puter algebra system Mathematica (version 9.0). The computational simulations
obtained provide a pattern for the matrix structure that leads to the theoretical
result stated in Theorem 3.2. The Mathematica code is the following:

end = 10;

Do[

M= SparseArray[

Band[{1, 1}] $->$ 0, Band[{2, 1}] $->$ 1,

Band[{1, 2}] $->$ 1}, {n, n}];

Print[StringForm["n=’’,Q=’’ ", n, Mod[Inverse[M], 2] // MatrixForm]],

{n, 4, end, 2}];
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REVERSIBILITY OF ECA WITH RULE NUMBER 90 119

The results obtained for n = 4, 6, 8, 10 and the pattern generated are shown in
Figure 5.

A

B

B
T

Figure 5. Computer simulations of the matrix Q using Math-
ematica (version 9.0). The pattern obtained involves the 2 × 2
matrices A,B and BT .

Note that once the pattern was experimentally obtained, the theoretical proof
given in section 3.2 was constructed.

4. The reversibility of linear elementary cellular automata

As was previously mentioned, the dynamic of linear elementary cellular au-
tomata can be characterized in terms of matrices. As a consequence, the linear
ECA with local transition function xt+1

i = b · xti−1 ⊕ d · xti ⊕ a · xti+1, b, d, a ∈ F2, is
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Table 1. Linear elementary cellular automata

Rule number Local transition function Parameters

0 st+1
i = 0 b = d = a = 0

60 st+1
i = sti−1 ⊕ sti b = d = 1, a = 0

90 st+1
i = sti−1 ⊕ sti+1 b = a = 1, d = 0

102 st+1
i = sti ⊕ sti+1 b = 0, d = a = 1

150 st+1
i = sti−1 ⊕ sti ⊕ sti+1 b = d = a = 1

170 st+1
i = sti+1 b = d = 0, a = 1

204 st+1
i = sti b = a = 0, d = 1

240 st+1
i = sti−1 b = 1, d = a = 0

reversible if its local transition matrix

Mn =



d a 0 · · · 0 β

b d a
. . . 0

0 b
. . .

. . .
. . .

...
...

. . .
. . .

. . . a 0

0
. . . b d a

α 0 · · · 0 b d


in non-singular. Then, taking into account the explicit expressions of linear ele-
mentary cellular automata given in Table 1, the additional following results follow.

Reversibility of ECA 0. The ECA 0 is not reversible since its local transition matrix
is Mn = O for both null and periodic boundary conditions.

Reversibility of ECA 60. The evolution of the ECA 60 with null boundary condi-
tions is ruled by the following local transition matrix:

Mn =



1 0 0 · · · 0 0

1 1 0
. . . 0

0 1
. . .

. . .
. . .

...
...

. . .
. . .

. . . 0 0

0
. . . 1 1 0

0 0 · · · 0 1 1


.

Then, it is easy to see that det (Mn) = 1 since Mn is a triangular matrix whose
diagonal coefficients are all equal to 1. As a consequence, the ECA 60 with null
boundary conditions is reversible such that the local transition matrix of the inverse
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cellular automaton is:

M−1
n =



1 0 0 · · · 0 0

1 1 0
. . . 0

1 1
. . .

. . .
. . .

...
...

. . .
. . .

. . . 0 0

1
. . . 1 1 0

1 1 · · · 1 1 1


.

If periodic boundary conditions are stated, this ECA is non-reversible since in this
case:

det (Mn) = det (W ) + (−1)
n

det
(
WT

)
,

where W is the local transition matrix of the ECA 60 with n − 1 cells and null
boundary conditions. Consequently, det (Mn) = 1 + (−1)

n ≡ 0 mod 2 and the
ECA 60 with periodic boundary conditions is non-reversible.

Reversibility of ECA 102. Arguments similar to those used for ECA 60 show that
the ECA 102 is reversible for null boundary conditions and non-reversible for peri-
odic boundary conditions. Furthermore, the local transition matrix of the inverse
cellular automaton when null boundary conditions are considered is:

M−1
n =



1 1 1 · · · 1 1

0 1 1
. . . 1

0 0
. . .

. . .
. . .

...
...

. . .
. . .

. . . 1 1

0
. . . 0 1 1

0 0 · · · 0 0 1


.

Reversibility of ECA 150. The reversibility of ECA 150 depends on the number
of cells of the cellular space n and the boundary conditions stated. Specifically,
for null boundary conditions, the ECA 150 is reversible if n ≡ 0, 1 mod 3 and the
following result holds (see [14]):

Proposition 4.1. The inverse cellular automaton of ECA 150 with null boundary
conditions is defined by the following local transition matrix:

(1) If n ≡ 0 mod 3, where n = 3k, k ∈ Z+, then

P =


A B

(k−1)
· · · B

BT A
. . .

...
...

. . .
. . . B

BT
(k−1)
· · · BT A

 ,
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where

A =

 0 1 1
1 1 1
1 1 0

 , B =

 0 1 1
0 1 1
0 0 0

 .

(2) If n ≡ 1 mod 3, where n = 3k + 1, k ∈ Z+, then:

P =



1 F F
(k)
· · · F

FT C D
(k)
· · · D

FT DT C
. . .

...
...

...
. . .

. . . D

FT DT
(k)
· · · DT C


with

F =
(

0 1 1
)
, C =

 0 1 1
1 0 0
1 0 1

 , D =

 0 1 1
0 0 0
0 1 1

 .

On the other hand, when periodic boundary conditions are considered, it is
reversible when n ≡ 1, 2 mod 3 (see [11]). In this case, the following result holds
([13]):

Proposition 4.2. The local transition matrix of the inverse cellular automaton of
the ECA 150 when n 6≡ 0 mod 3 is a circulant matrix defined as follows:

(1) If n ≡ 1 mod 3 where n = 3k + 1, k ∈ Z+, the first row of the circulant
matrix is: (

1 1 0︸︷︷︸ (k)
· · · 1 1 0︸︷︷︸ 1

)
.

(2) If n ≡ 2 mod 3 where n = 3k + 2, k ∈ Z+, the first row of the circulant
matrix is: (

1 0 1︸︷︷︸ (k)
· · · 1 0 1︸︷︷︸ 1 0

)
.

Reversibility of ECA 170. If null boundary conditions are considered then det (Mn) =
0 since

Mn =



0 1 0 · · · 0 0

0 0 1
. . . 0

0 0
. . .

. . .
. . .

...
...

. . .
. . .

. . . 1 0

0
. . . 0 0 1

0 0 · · · 0 0 0


.

Consequently, the ECA 170 with null boundary conditions is not reversible. Nev-
ertheless, when periodic boundary conditions are stated, its local transition matrix
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is

Mn =



0 1 0 · · · 0 0

0 0 1
. . . 0

0 0
. . .

. . .
. . .

...
...

. . .
. . .

. . . 1 0

0
. . . 0 0 1

1 0 · · · 0 0 0


,

and

det (Mn) = (−1)
n

det (Id) = (−1)
n 6= 0.

Then, the ECA 170 with periodic boundary conditions is reversible for every n.
Moreover, the inverse cellular automaton is defined by means of the following local
transition matrix:

M−1
n =



0 0 0 · · · 0 1

1 0 0
. . . 0

0 1
. . .

. . .
. . .

...
...

. . .
. . .

. . . 0 0

0
. . . 1 0 0

0 0 · · · 0 1 0


,

that is, the inverse cellular automaton of ECA 170 with periodic boundary condi-
tions is the ECA 240 with periodic boundary conditions.

Reversibility of ECA 204. This ECA is reversible for every n since the local transi-
tion matrix is Mn = Id for both null and periodic boundary conditions. Obviously,
the inverse cellular automaton is the ECA 204 itself.

Reversibility of ECA 240. An argument similar to the one used for ECA 170 shows
that the ECA 240 is reversible for every n when periodic boundary conditions are
stated (and the inverse cellular automaton is the ECA 170 endowed with periodic
boundary conditions), and it is non-reversible when null boundary conditions are
used.
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[14] A. Mart́ın del Rey, G. Rodŕıguez Sánchez, On the reversibility of 150 Wolfram cellular

automata. Internat. J. Mod. Phys. C 17 (2006), 975–984.

[15] K. Morita, Reversible cellular automata. J. Inform. Process. Soc. Jpn. 35 (1994), 315–321.

[16] S. Nandi, B.K. Kar, P. Pal Chaudhuri, Theory and applications of cellular automata in

cryptography. IEEE Trans. Comput. 43 (1994), 1346–1357. MR 1306115.

[17] J. von Neumann, The general and logical theory of automata. In: Cerebral mechanisms in be-

havior, The Hixon Symposium, pp. 1–31, John Wiley & Sons, New York, 1951. MR 0045446.

[18] A. Nobe, F. Yura, On reversibility of cellular automata with periodic boundary conditions.

J. Phys. A: Math. Gen. 37 (2004), 5789–5804. MR 2066630.

[19] P. Sarkar, A brief history of cellular automata. ACM Comput. Surv. 32 (2000), 80–107.

[20] J.C. Seck Tuoh Mora, Matrix methods and local properties of reversible one-dimensional

cellular automata. J. Phys. A: Math. Gen. 35 (2002), 5563–5573. MR 1917250.

[21] J.C. Seck Tuoh Mora, S.V. Chapa Vergara, G. Juarez, H.V. McIntosh, Procedures for
calculating reversible one-dimensional cellular automata. Physica D 202 (2005), 134–141.

MR 2131890.

[22] M. Seredynski, P. Bouvry, Block encryption using reversible cellular automata. Proc. of ACRI
2004, Lect. Notes Comput. Sci. 3305 (2004), 785–792.
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